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The aim of the project is first to present the concept of measure of noncompactness (MNC for short). More precisely, Kuratowski and Hausdorff MNCs will be investigated together with their main properties. Related nonlinear mappings, generalizing classic Lipschitz type functions are then introduced. Some fixed point theorems extending Schauder's fixed point theorem are also presented together with some proofs. The theory is finally used to investigate the solvability of some nonlinear integral equations of Hammerstein type. Existence results are established in appropriate classical functional spaces.

The measure of noncompactness (MNC for short) measures the degree of noncompactness of a set in some metric space for it is zero for a relatively compact set. The first MNC was introduced by the polish mathematician K. Kuratowski in $1930^{1}$, where he extended Cantor's intersection theorem by using his MNC, denoted throughout $\alpha$.

In 1955, G. Darbo ${ }^{2}$ used Kuratowski MNC to prove a general fixed point theorem which extends both Schauder's Theorem (for compact mappings) and Banach's Contraction Principle (1922) (for contractive mappings). Indeed Darbo introduced the notion of $k$-set contractive mappings extending the class of Lipschitz mappings also contractive mappings.

Later, in 1967, B.N. Sadovskii ${ }^{3}$ generalized Darbo's fixed point theorem to a wider class of mappings, the so-called condensing mappings. Roughly speaking, a condensing mapping is a map such that the image of a set is, in a certain sense, "more compact" than the set itself.

The Hausdorff measure, denoted $\chi$, was introduced by L.S. Goldestein et al. in $1957^{4}$. In 1972, the romanian mathematician V.I. Istratescu et al. ${ }^{5}$ defined the $\beta$ MNC.

Now, we can find in the literature several MNCs that are developed for special functional setting. A MNC can even be defined in an axiomatic approach (see [1] for details).

As mentioned above, classes of mappings involving MNCs may be alternatives to compact mappings and thus of great importance in fixed point theory. For example, it will be checked in this work that the sum of a contractive mapping and a compact one is a strict $k$-set contaction, which is the basic idea in Darbos' fixed point theorem. In addition, condensing mappings have nice properties similar to compact ones. This may explain their usefulness in several applications in Topology and Functional Analysis.

Detailed Plan of the Project:

1. Review of the completeness and compactness theories in topological spaces with focus on the main properties in metric spaces and especially in Banach spaces. This is the main of preliminary chapter 1.
2. The concept of measure of noncompactness (MNC) in metric spaces through Kuratowski and Hausdorff MNCs is introduced in Section 2. Their main properties are presented in detail, including some special case in the framework of normed spaces..

[^0]3. Darbo and Sadovskii's fixed point theorems for $k$-set contractions and condensing mappings are discussed and proved in Section 3. They extend the classical Brouwer and Schauder fixed point theorems.
4. Final chapter 4 is devoted to applying the MNC to Hammerstien type nonlinear integral equation.

# Completeness and Compactness in 

## Metric Spaces

### 1.1 Completeness

Definition 1.1.1. Let $\left(X, d_{X}\right)$ be a metric space. A sequence $\left(x_{n}\right)_{n=1}^{\infty}$ in $X$ is called a Cauchy sequence if

$$
\forall \varepsilon>0 \exists n_{\varepsilon} \in \mathbb{N}: \forall n, m \in \mathbb{N}, n, m \geq n_{\varepsilon} \Rightarrow d_{X}\left(x_{n}, x_{m}\right)<\varepsilon
$$

Proposition 1.1.2. Let $\left(X, d_{X}\right)$ be a metric space and let $\left(x_{n}\right)_{n=1}^{\infty}$ be a convergent sequence in $X$. Then $\left(x_{n}\right)_{n=1}^{\infty}$ is a Cauchy sequence.

Proof. Let $x:=\lim _{n \rightarrow \infty} x_{n}$ and let $\varepsilon>0$. Then

$$
\exists n_{\varepsilon} \in \mathbb{N} \text {, such that } \forall n \geq n_{\varepsilon}, d\left(x_{n}, x\right)<\frac{\varepsilon}{2}
$$

For all $n, m \in \mathbb{N}$ such that $n, m \geq n_{\varepsilon}$, we have

$$
d\left(x_{n}, x_{m}\right) \leq d\left(x_{n}, x\right)+d\left(x, x_{m}\right)=\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
$$

Therefore $\left(x_{n}\right)_{n=1}^{\infty}$ is a Cauchy sequence.

Remark 1.1.3. In case of general metric spaces, the converse does not hold. For example, $\left(\frac{1}{n}\right)_{n=1}^{\infty}$ is a Cauchy sequence in the metric space $((0,1),|\cdot|)$. However, this sequence has no limit in this metric space.

Proposition 1.1.4. Every Cauchy sequence in a metric space is bounded.

Proof. Let $\varepsilon=1$. Then there exists $N_{1} \in \mathbb{N}$ such that for all $n \geq m \geq N_{1}, d\left(x_{m}, x_{n}\right)<1$. Let $p \in X$ and let $k=\max _{i \leq m} d\left(p, x_{i}\right)$. Then $d\left(p, x_{n}\right) \leq d\left(p, x_{m}\right)+d\left(x_{m}, x_{n}\right)<k+1$, which implies that $\left(x_{n}\right)_{n}$ is bounded.

Definition 1.1.5. A metric space $(X, d)$ is said to be complete if every Cauchy sequence in $X$ converges.

## Example 1.1.6.

(a) In a discrete metric space, every Cauchy sequence is eventually constant. So it is convergent. Hence discrete metric spaces are complete.
(b) Let $S \neq \phi$ and $Y$ be a metric space. A function $f: S \rightarrow Y$ is said to be bounded if $\sup _{(x, y) \in S^{2}} d(f(x), f(y))<\infty$.

Let $B(S, Y)=\{f: S \rightarrow Y$ bounded $\} \subset \mathscr{F}(\mathrm{S}, \mathrm{Y})$. Then
Claim 1: $B(S, Y)$ is a metric space with the distance $D(f, g)=\sup _{x \in S} d(f(x), g(x))$. Firstly, since $f$ and $g$ are bounded, this makes a sense. We have

1. $D(f, g)=\sup _{x \in S} d(f(x), g(x)) \geq 0$ for $(Y, d)$ is a metric and

$$
\begin{aligned}
D(f, g)=0 & \Leftrightarrow \sup _{x \in S} d(f(x), g(x))=0 \\
& \Leftrightarrow d(f(x), g(x))=0 \forall x \in S \\
& \Leftrightarrow f(x)=g(x) \forall x \in S \\
& \Leftrightarrow f=g .
\end{aligned}
$$

2. $D(f, g)=\sup _{x \in S} d(f(x), g(x))=\sup _{x \in S} d(g(x), f(x))=D(g, f)$.
3. 

$$
\begin{aligned}
& d(f(x), g(x)) \leq d(f(x), h(x))+d(h(x), g(x)) \\
& \leq \sup _{x \in S} d(f(x), h(x))+\sup _{x \in S} d(h(x), g(x)) \\
& \Rightarrow \sup _{x \in S} d(f(x), g(x)) \leq \sup _{x \in S} d(f(x), h(x))+\sup _{x \in S} d(h(x), g(x)) \\
& \Rightarrow D(f, g) \leq D(f, h)+D(h, g) .
\end{aligned}
$$

Claim 2: $B(S, Y)$ is a complete space if $Y$ is complete. Let $\left(f_{n}\right)_{n}$ be a Cauchy sequence in $B(S, Y)$. We have

$$
\begin{aligned}
\forall \varepsilon>0, \exists n_{\varepsilon} \in \mathbb{N}: \forall n, m \in \mathbb{N}: n>m \geq n_{\varepsilon} & \Rightarrow D\left(f_{n}, f_{m}\right)<\varepsilon \\
\Leftrightarrow \forall \varepsilon>0, \exists n_{\varepsilon} \in \mathbb{N}: \forall n, m \in \mathbb{N}: n>m \geq n_{\varepsilon} & \Rightarrow \sup _{x \in S} d\left(f_{n}(x), f_{m}(x)\right)<\varepsilon \\
\Rightarrow \varepsilon>0, \exists n_{\varepsilon} \in \mathbb{N}: \forall n, m \in \mathbb{N}: n>m \geq n_{\varepsilon} & \Rightarrow d\left(f_{n}(x), f_{m}(x)\right)<\varepsilon \forall x \in S .
\end{aligned}
$$

Hence $\left(f_{n}(x)\right)_{n}$ is a Cauchy sequence in $Y, \forall x \in S$. Since $Y$ is complete, then $\lim _{n \rightarrow \infty} f_{n}(x)=$ $f(x), \forall x \in S$. We have to check that

1. $f \in B(S, Y)$
2. $\lim _{n \rightarrow \infty} D\left(f_{n}, f\right)=0$
3. Let $x, y \in S$, we have

$$
\begin{aligned}
d(f(x), f(y)) & \leq d\left(f(x), f_{n}(x)\right)+d\left(f_{n}(x), f_{n}(y)\right)+d\left(f_{n}(y), f(y)\right) \\
& \leq d\left(f(x), f_{n}(x)\right)+\sup _{x \in S} d\left(f_{n}(x), f_{n}(y)\right)+d\left(f_{n}(y), f(y)\right) .
\end{aligned}
$$

Since $\left(f_{n}\right)_{n} \subset B(S, Y)$. Then $\sup _{x, y \in S} d\left(f_{n}(x), f_{n}(y)\right)<M$. So as $n \rightarrow \infty$

$$
d(f(x), f(y))<M, \forall x, y \in S \Rightarrow \sup _{x, y \in S} d(f(x), f(y))<M \Rightarrow f \in B(S, Y) .
$$

2. Let us show that $\lim _{n \rightarrow \infty} D\left(f_{n}, f\right)=0$. Since $\left(f_{n}\right)_{n}$ is a Cauchy sequence in $B(S, Y)$, then

$$
\forall \varepsilon \geq 0, \exists n_{\varepsilon} \in \mathbb{N}: \forall n, m \in \mathbb{N}, m>n \geq n_{\varepsilon} \Rightarrow D\left(f_{n}, f_{m}\right)<\varepsilon
$$

We have

$$
d\left(f_{n}(x), f_{m}(x)\right) \leq D\left(f_{n}, f_{m}\right) \forall x \in S,
$$

which implies

$$
\Rightarrow d\left(f_{n}(x), f_{m}(x)\right)<\varepsilon, \forall x \in S, \forall m>n \geq n_{\varepsilon} .
$$

Therefore

$$
\forall x \in S, d\left(f_{n}(x), f(x)\right) \leq d\left(f_{n}(x), f_{m}(x)\right)+d\left(f_{m}(x), f(x)\right)<\varepsilon+d\left(f_{m}(x), f(x)\right)
$$

Letting $n$ fixed and $m \rightarrow \infty$, we get

$$
\begin{aligned}
& d\left(f_{n}(x), f(x)\right)<\varepsilon, \forall n \geq n_{\varepsilon} \\
\Rightarrow & \sup _{x \in S} d\left(f_{n}(x), f(x)\right)<\varepsilon \forall n \geq n_{\varepsilon} \\
\Rightarrow & f_{n} \underset{n \rightarrow \infty}{ } f \text { in } B(S, Y) .
\end{aligned}
$$

Proposition 1.1.7. Let $(X, d)$ be a metric space and let $Y \subset X$. Then
(i) If $X$ is complete and $Y$ is closed in $X$, then $Y$ is complete.
(ii) If Y is complete then $Y$ is closed.

## Proof.

(i) Suppose that $X$ is complete and $Y$ is a closed subset of $X$. Let $\left(x_{n}\right)_{n} \subset Y$ be a Cauchy sequence. Then $\left(x_{n}\right)_{n}$ is a Cauchy sequence in $X$, hence converges in $X$ for $X$ is complete. However, $Y$ being closed, the sequence $\left(x_{n}\right)_{n}$ converges in $Y$. Hence $Y$ is complete.
(ii) Suppose that $Y$ is complete and let $\left(x_{n}\right)_{n} \subset Y$ be a convergent sequence to some limit $x$. Since a convergent sequence is a Cauchy sequence and $Y$ is complete, then $x \in Y$. Hence $Y$ is closed.

Example 1.1.8. Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be two metric space and let $C(X, Y)=\{f: X \rightarrow$ $Y$ continuous\}. Then $C_{b}(X, Y)=C(X, Y) \cap B(X, Y)$ is closed in $B(X, Y)$ and therefore complete if $\left(Y, d_{Y}\right)$ is.

Clearly, $C_{b}(X, Y)$ is a subspace of $(B(X, Y), D)$. Let $\left(f_{n}\right)_{n}$ be a sequence in $C_{b}(X, Y)$ that converges to $f \in B(X, Y)$, that is $\lim _{n \rightarrow \infty} D\left(f_{n}, f\right)=0$. We have to prove that $f: X \rightarrow Y$ is continuous, that is for all sequence $\left(x_{n}\right)_{n} \subset X$ such that $\lim _{n \rightarrow \infty} x_{n}=x, \lim _{n \rightarrow \infty} f\left(x_{n}\right)=$ $f(x)$. Let $\left(x_{n}\right)_{n} \subset X$ be a sequence such that $\lim _{n \rightarrow \infty} x_{n}=x$. By assumption, we have that

$$
\forall \varepsilon \geq 0 \exists n_{\varepsilon} \in \mathbb{N}, \forall n \in \mathbb{N}, n \geq n_{\varepsilon}, D\left(f_{n}, f\right)<\varepsilon .
$$

Hence

$$
D\left(f_{n}, f\right)<\varepsilon \Rightarrow \sup _{x \in S} d\left(f_{n}(x), f(x)\right)<\varepsilon .
$$

Also $f_{n}$ being continuous $\forall n \in \mathbb{N}$, we have

$$
\forall n \in \mathbb{N}, \lim _{m \rightarrow \infty} f_{n}\left(x_{m}\right)=f_{n}(x) \forall\left(x_{m}\right)_{m} \subset X \text { converges to } x .
$$

Then

$$
\begin{aligned}
d_{Y}\left(f\left(x_{m}\right), f(x)\right) & \leq d_{Y}\left(f\left(x_{m}\right), f_{n}\left(x_{m}\right)\right)+d_{Y}\left(f_{n}\left(x_{m}\right), f_{n}(x)\right)+d_{Y}\left(f_{n}(x), f(x)\right), \\
& <\varepsilon+d_{Y}\left(f_{n}\left(x_{m}\right), f_{n}(x)\right)+\varepsilon .
\end{aligned}
$$

As $m \rightarrow \infty$, we find

$$
\lim _{m \rightarrow \infty} d_{Y}\left(f\left(x_{m}\right), f(x)\right) \leq 2 \varepsilon, \forall \varepsilon>0 \Rightarrow \lim _{m \rightarrow \infty} d_{Y}\left(f\left(x_{m}\right), f(x)\right)=0
$$

Definition 1.1.9. Let $(X, d)$ be a metric space and $A \subset X$ with $A \neq \phi$. The diameter of $A$ is defined by $\operatorname{diam}(\mathrm{A})=\sup _{\mathrm{x}, \mathrm{y} \in \mathrm{A}} \mathrm{d}(\mathrm{x}, \mathrm{y})$.

Clearly, if $A \subseteq B$ then $\operatorname{diam}(\mathrm{A}) \leq \operatorname{diam}(\mathrm{B})$.
Proposition 1.1.10. Let $(X, d)$ be a metric space and $A \subset X$ with $A \neq \phi$. Then

1. $\operatorname{diam}(\mathrm{A})=\operatorname{diam}(\overline{\mathrm{A}})$.
2. If $A=B_{r}\left(x_{0}\right)$ then $\operatorname{diam}(\mathrm{A}) \leq 2 \mathrm{r}$.
3. A is bounded $\Leftrightarrow \operatorname{diam}(\mathrm{A})<\infty$.

Proof. 1. Since $A \subset \bar{A}$ then $\operatorname{diam}(\mathrm{A}) \leq \operatorname{diam}(\overline{\mathrm{A}})$. Let $x, y \in \bar{A}$. Then there exist sequences $\left(x_{n}\right)_{n},\left(y_{n}\right)_{n} \subset A$ such that $\lim _{n \rightarrow \infty} x_{n}=x$ and $\lim _{n \rightarrow \infty} y_{n}=y$. We have

$$
\begin{aligned}
d(x, y) & \leq d\left(x, x_{n}\right)+d\left(x_{n}, y_{n}\right)+d\left(y_{n}, y\right) \\
& \leq d\left(x, x_{n}\right)+\operatorname{diam}(\mathrm{A})+\mathrm{d}\left(\mathrm{y}_{\mathrm{n}}, \mathrm{y}\right)
\end{aligned}
$$

Letting $n \rightarrow \infty$, we find

$$
\begin{aligned}
d(x, y) & \leq \operatorname{diam}(\mathrm{A}), \forall \mathrm{x}, \mathrm{y} \in \overline{\mathrm{~A}} . \\
\Rightarrow \quad \sup _{x, y \in \bar{A}} d(x, y) & \leq \operatorname{diam}(\mathrm{A}) . \\
\Rightarrow \quad \operatorname{diam}(\overline{\mathrm{A}}) & \leq \operatorname{diam}(\mathrm{A}) .
\end{aligned}
$$

Hence $\operatorname{diam}(\overline{\mathrm{A}})=\operatorname{diam}(\mathrm{A})$.
2. Let $x, y \in A=B_{r}\left(x_{0}\right)$. Then $d\left(x, x_{0}\right)<r$ and $d\left(y, x_{0}\right)<r$. So

$$
d(x, y) \leq d\left(x, x_{0}\right)+d\left(x_{0}, y\right)<2 r \Rightarrow \sup _{x, y \in A} d(x, y) \leq 2 r \Rightarrow \operatorname{diam}(\mathrm{~A}) \leq 2 \mathrm{r} .
$$

3. Suppose that $A$ is bounded. Then there exists a ball $B_{r}\left(x_{0}\right)$ such that $A \subset B_{r}\left(x_{0}\right)$. Hence $\operatorname{diam}(\mathrm{A}) \leq 2 \mathrm{r}<\infty$. Conversely, $\operatorname{diam}(\mathrm{A})<\infty$, then $x_{0} \in A^{o}$, which implies that $A \subset B_{r_{0}}\left(x_{0}\right)$, where $r_{0}=\operatorname{diam}(\mathrm{A})$. Hence $A$ is bounded.

Proposition 1.1.11. Let $\left(E,\|.\| \|_{E}\right)$ be a normed space and let $A=B_{r}\left(x_{0}\right) \subset X$. Then

$$
\operatorname{diam}(\overline{\mathrm{A}})=\operatorname{diam}(\partial \mathrm{A})=2 \mathrm{r} .
$$

Proof. First let us show that $\operatorname{diam}(\partial \mathrm{A})=2 \mathrm{r}$. Let $x, y \in S_{r}\left[x_{0}\right]=\partial A$ for $\left(E,\|.\|_{E}\right)$ is normed space. Then

$$
\begin{aligned}
\left\|x_{0}-x\right\| & =r \text { and }\left\|x_{0}-y\right\|=r . \\
\Rightarrow\|x-y\| & \leq\left\|x-x_{0}\right\|+\left\|x_{0}-y\right\|, \\
& =r+r=2 r . \\
\Rightarrow\|x-y\| & \leq 2 r, \quad \forall x, y \in S_{r}\left[x_{0}\right] .
\end{aligned}
$$

Hence

$$
\operatorname{diam}(\partial A)=\sup _{x, y \in \partial(A)}\|x-y\| \leq 2 r
$$

Conversely, let $x \in \partial A$ and choose $y=2 x_{0}-x$. Then $y \in \partial A$ since

$$
\left\|x_{0}-y\right\|=\left\|x_{0}-2 x_{0}+x\right\|=\left\|-x_{0}+x\right\|=\left\|x-x_{0}\right\|=r .
$$

Therefor

$$
\|x-y\|=\left\|x-2 x_{0}+x\right\|=2\left\|x-x_{0}\right\|=2 r .
$$

Hence

$$
\operatorname{diam}(\partial \mathrm{A})=\sup _{\mathrm{x}, \mathrm{y} \in \partial \mathrm{~A}}\|\mathrm{x}-\mathrm{y}\| \geq 2 \mathrm{r} .
$$

Finally

$$
\operatorname{diam}(\partial \mathrm{A}))=2 \mathrm{r}
$$

Secondly let us show that $\operatorname{diam}(\overline{\mathrm{A}})=\operatorname{diam}(\partial \mathrm{A})$. We have $\bar{A}=A \bigcup \partial A$ that means $\partial A \subset$ $\bar{A}$. Then

$$
2 r=\operatorname{diam}(\partial \mathrm{A}) \leq \operatorname{diam} \overline{\mathrm{A}} \leq 2 \mathrm{r} .
$$

Hence

$$
\operatorname{diam}(\overline{\mathrm{A}})=\operatorname{diam}(\mathrm{A})=\operatorname{diam}(\partial \mathrm{A})=2 \mathrm{r} .
$$

Definition 1.1.12. Let $(X, d)$ be a metric space, $\phi \neq A \subset X$, and $x \in X$. Then

$$
d(x, A)=\inf \{d(x, a): a \in A\} .
$$

Proposition 1.1.13. Let $(X, d)$ be a metric space, $\phi \neq A \subset X$ and $x \in X$. Then

$$
x \in \bar{A} \Leftrightarrow d(x, A)=0 .
$$

Proof. Let $x \in \bar{A}$. Then there exists $\left(x_{n}\right)_{n} \subset A$ such that $\lim _{n \rightarrow \infty} x_{n}=x$ (i.e, $\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=$ 0 . Hence

$$
0 \leq d(x, A)=\inf _{a \in A} d(x, a) \leq d\left(x, x_{n}\right), \quad \forall n .
$$

As $n \rightarrow \infty$, we get $d(x, A)=0$. Conversely, let $d(x, A)=0$. Then

$$
\forall n \in \mathbb{N}, \exists x_{n} \in A: 0 \leq d\left(x, x_{n}\right)<\frac{1}{n} .
$$

Hence there exists $\left(x_{n}\right)_{n} \subset A$ such that $\lim _{n \rightarrow \infty} d\left(x, x_{n}\right)=0$. As a consequence $x \in \bar{A}$.
Theorem 1.1.14. (Cantor's Intersection Theorem) Let $(X, d)$ be a complete metric space and $\left(F_{n}\right)_{n=1}^{\infty}$ a sequence of nonempty closed subsets of $X$ such that $F_{n+1} \subset F_{n} \forall n$ and $\lim _{n \rightarrow \infty} \operatorname{diam}\left(\mathrm{~F}_{n}\right)=0$. Then $\bigcap_{n=1}^{\infty} F_{n}$ is nonempty and reduces to a singleton.

Proof. Let $\left(x_{n}\right)_{n} \subset X$ be a sequence such that $x_{n} \in F_{n} \forall n$. Firstly, we show that $\left(x_{n}\right)_{n}$ is a Cauchy sequence. Let $\varepsilon>0$. Since $\lim _{n \rightarrow \infty} \operatorname{diam}\left(\mathrm{~F}_{\mathrm{n}}\right)=0$, there exists $n_{\varepsilon} \in \mathbb{N}$ such that $\operatorname{diam}\left(\mathrm{F}_{\mathrm{n}}\right) \leq \varepsilon, \forall \mathrm{n} \geq \mathrm{n}_{\varepsilon}$. Let $m, n>n_{\varepsilon}$. Then $x_{m}, x_{n} \in F_{n_{\varepsilon}}$ for $F_{n+1} \subset F_{n} \forall n$. Hence $d\left(x_{m}, x_{n}\right) \leq \operatorname{diam}\left(\mathrm{F}_{\mathrm{n}_{\varepsilon}}\right) \leq \varepsilon$. So $\left(x_{n}\right)_{n}$ is a Cauchy sequence. Secondly, we show that $\bigcap_{n=1}^{\infty} F_{n} \neq \phi$. Since $(X, d)$ is complete, there exists $x \in X$ such that $x=\lim _{n \rightarrow \infty} x_{n}$. Moreover $F_{n}$ closed $\forall n$, then $\bigcap_{n=1}^{\infty} F_{n}$ closed. We show that $x \in \bigcap_{n=1}^{\infty} F_{n}$. Let $n \in \mathbb{N}$ be arbitrary. We have

$$
\forall m>n, x_{m} \in F_{n} \Rightarrow x=\lim _{m \rightarrow \infty} x_{m} \in \bar{F}_{n}=F_{n} .
$$

Then

$$
\forall n \in \mathbb{N}, x \in F_{n} \Leftrightarrow x \in \bigcap_{n=1}^{\infty} F_{n} .
$$

We show that $\bigcap_{n=1}^{\infty} F_{n}=\{x\}$. We have

$$
\bigcap_{n=1}^{\infty} F_{n} \subseteq F_{n} \Rightarrow 0 \leq \operatorname{diam}\left(\bigcap_{n=1}^{\infty} \mathrm{F}_{\mathrm{n}}\right) \leq \operatorname{diam}\left(\mathrm{F}_{\mathrm{n}}\right) .
$$

Hence $\lim _{n \rightarrow \infty} \operatorname{diam}\left(\mathrm{~F}_{\mathrm{n}}\right)=0 \Rightarrow \operatorname{diam}\left(\bigcap_{\mathrm{n}=1}^{\infty} \mathrm{F}_{\mathrm{n}}\right)=0 \Rightarrow \bigcap_{n=1}^{\infty} F_{n}=\{x\}$.

### 1.2 Compactness

Definition 1.2.1. Let $(X, d)$ be a metric space and $S \subset X$.
(a) An open cover for $S$ is a collection of open subsets of $X\left(U_{\lambda}\right)_{\lambda \in \Lambda}$ such that $S \subset \bigcup_{\lambda \in \Lambda} U_{\lambda}$.
(b) S is called compact if, every open cover $\left(U_{\lambda}\right)_{\lambda \in \Lambda}$ of $S$, there are $U_{1}, U_{2}, \cdots, U_{n} \in\left(U_{\lambda}\right)_{\lambda \in \Lambda}$ such that $S \subset \bigcup_{i=1}^{n} U_{i}$.
(c) S is called precompact or totally bounded if

$$
\forall \varepsilon>0 \exists\left\{x_{1}, x_{2}, \cdots, x_{N_{\varepsilon}}\right\} \subset X \text { such that } S \subset \bigcup_{k=1}^{N_{\varepsilon}} B_{\varepsilon}\left(x_{k}\right) .
$$

(d) $S$ is called sequentially compact if every sequence in $S$ has a convergent subsequence in $S$.

Proposition 1.2.2. Let $(X, d)$ be a compact metric space. Then $(X, d)$ is totally bounded.
Proof. Let $\varepsilon>0$. Then $X=\bigcup_{x \in X} B(x)$ which is an open cover. Since $X$ is compact, there exits $N \in \mathbb{N}$ such hat $X=\bigcup_{k=1}^{N} B\left(x_{k}\right)$, that is $X$ is totally bounded.

## Example 1.2.3.

(a) Let $(X, d)$ be a metric space and $S \subset X$ be finite: $S=\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$. Let $\left(U_{\lambda}\right)_{\lambda \in \Lambda}$ be an open cover of $S$. Then, for each $i=1,2, \cdots, n$ there is $U_{i} \in\left(U_{\lambda}\right)_{\lambda \in \Lambda}$ such that $x_{i} \in U_{i}$. Hence $S \subset \bigcup_{i=1}^{n} U_{i}$.
(b) Let $X=(0,1)$ be equipped with the usual metric. Let $U_{n}=\left(\frac{1}{n}, 1\right)$. Then $\bigcup_{i=1}^{\infty}\left(\frac{1}{n}, 1\right)$ is an open cover for $(0,1)$ which has no finite subcover.

Proposition 1.2.4. Let $(X, d)$ be a metric such that $(X, d)$ is totally bounded. Then $(X, d)$ is bounded.

Proof. Let $\varepsilon>0$. Then there exists $N_{\varepsilon} \in \mathbb{N}$ such that $x_{1}, x_{2}, \cdots, x_{N_{\varepsilon}}$ with $X=\bigcup_{k=1}^{N_{\varepsilon}} B_{\varepsilon}\left(x_{k}\right)$. Let $x_{0} \in X$ and $R>\varepsilon+\max _{1 \leq k \leq N_{\varepsilon}}\left\{d\left(x_{k}, x_{0}\right)\right\}$. Then $B_{\varepsilon}\left(x_{k}\right) \subset B_{R}\left(x_{0}\right) \forall 1 \leq k \leq N_{\varepsilon}$. For $d\left(x, x_{k}\right)<$ $\varepsilon$, we have

$$
d\left(x, x_{0}\right) \leq d\left(x, x_{k}\right)+d\left(x_{k}, x_{0}\right)<\varepsilon+R-\varepsilon=R .
$$

Then $X \subset B\left(x_{0}, R\right)$, i.e., $X$ is bounded.
Remark 1.2.5. By Proposition 1.2.2, every compact metric space is bounded.

Proposition 1.2.6. Let $(X, d)$ be a metric space, and let $Y$ be a subspace of $X$.
(i) If $X$ is compact and $Y$ closed in $X$, then $Y$ is compact.
(ii) If $Y$ is compact, then it is closed in $X$.

Proof.
(i) Let $\left(U_{\lambda}\right)_{\lambda \in \Lambda}$ be an open cover of $Y$; then $Y \subset \bigcup_{\lambda \in \Lambda} U_{\lambda}$. Since $Y$ is closed then $X \backslash Y$ is open. Hence $X \subset(X \backslash Y) \cup\left(\bigcup_{\lambda \in \Lambda} U_{\lambda}\right)$. Since $X$ is compact, we have $X \subset(X \backslash Y) \cup\left(\bigcup_{k=1}^{N} U_{k}\right)$. Hence $Y \subset \bigcup_{k=1}^{N} U_{k}$, which is a finite open subcover. Then $Y$ is compact.
(ii) To show that $Y$ is closed, we show that $X \backslash Y$ is open. Let $x \in X \backslash Y$ then

$$
\forall y \in Y \exists \varepsilon_{y}>0 \exists \delta_{y}>0: B_{\varepsilon_{y}}(x) \cap B_{\delta_{y}}(y)=\phi,
$$

Since $x$ is a metric space, hence it is a Hausdorff space. We have $Y \subset \bigcup_{y \in Y} B_{\delta_{y}}(y)$ which is an open covering. Since $Y$ is compact, then

$$
Y \subset \bigcup_{k=1}^{N} B_{\delta_{y_{k}}}\left(y_{k}\right)
$$

Now, let $\varepsilon=\min _{1 \leq k \leq N}\left(\varepsilon_{y_{k}}\right)>0$. Then

$$
B_{\varepsilon}(x) \cap Y \subset B_{\varepsilon}(x) \bigcap\left(\bigcup_{k=1}^{N} B_{\delta_{y_{k}}}\left(y_{k}\right)\right)=\phi .
$$

Hence $B_{\varepsilon}(x) \subset X \backslash Y$ and thus $X \backslash Y$ is open.

Proposition 1.2.7. Let $(X, \mathscr{T})$ and $\left(X^{\prime}, \mathscr{T}\right)$ be two topological spaces and $f: X \rightarrow X^{\prime}$ be a continuous function. Then, if $X$ is compact then $f(X)$ is compact.

Proof. Let $\left(U_{\lambda}\right)_{\lambda \in \Lambda}$ be an open cover of $f(X)$, i.e., $f(X) \subset \bigcup_{\lambda \in \Lambda} U_{\lambda}$. Since $f$ is continuous, then $f^{-1}\left(\bigcup_{\lambda \in \Lambda} U_{\lambda}\right)$ is an open set. Moreover, $X \subset f^{-1}\left(\bigcup_{\lambda \in \Lambda}^{\lambda \in \Lambda} U_{\lambda}\right)=\bigcup_{\lambda \in \Lambda} f^{-1}\left(U_{\lambda}\right)$. Since $X$ is compact, then $X \subset \bigcup_{i=1}^{N} f^{-1}\left(U_{i}\right)$. Hence

$$
f(X) \subset f\left(\bigcup_{i=1}^{N} f^{-1}\left(U_{i}\right)\right)=f\left(f^{-1}\left(\bigcup_{i=1}^{N} U_{i}\right)\right) \subset \bigcup_{i=1}^{N} U_{i} .
$$

Then $f(X)$ is compact.
Definition 1.2.8. Let $(X, \mathscr{T})$ be a topological space, $A \subset X$, and $x \in X$. We say that

1. $x$ is an adherent point of $A$, if

$$
\forall U \in N_{x}, U \cap A \neq \phi(i . e ., x \in \bar{A}) .
$$

2. $x$ is a cluster point of $A$, if

$$
\forall U \in N_{x}, U \backslash\{x\} \cap A \neq \phi\left(i . e ., x \in A^{\prime}\right) .
$$

3. $x$ is an accumulation point or limit point of $A$, if

$$
\left.\forall U \in N_{x}, U \cap A \text { contains infinitely many points (i.e., } x \in \mathscr{A}\right) .
$$

Remark 1.2.9. From above, we have

1. $\mathscr{A} \subset A^{\prime} \subset \bar{A}$.
2. $\bar{A}=A^{\prime} \cup A$.
3. $L=\bar{A} \backslash A^{\prime}$ is the set of isolated points.

Definition 1.2.10. Let $\left(x_{n}\right)_{n}$ be a sequence in a topological space $(X, \mathscr{T})$ and $x \in X$.

1. $x$ is called an accumulation point of $\left(x_{n}\right)_{n}$, if

$$
\forall U \in N_{x}, U \text { contains an infinite number of elements of }\left(x_{n}\right)_{n} .
$$

2. $x$ is called a limit point of $\left(x_{n}\right)_{n}$, if

$$
\forall U \in N_{x}, \forall n \in \mathbb{N}, \exists n_{0}>n \text { such that } x_{n_{0}} \in U
$$

Then, an accumulation point is a limit point in a metric space, and conversely.
Remark 1.2.11. (a) The concepts adherent point and cluster point are still valid for sequences.
(b)

1. Let $\left(x_{n}\right)_{n}$ be a sequence in a metric space $(X, d)$ and $x \in X$. Denote by $\mathscr{A}$ the set of limit points of $\left(x_{n}\right)_{n}$ and $\mathscr{A}_{n}=\left\{x_{n}, x_{n+1}, \cdots\right\}$. Then we have

$$
\begin{aligned}
x \in \mathscr{A} & \Leftrightarrow \forall \varepsilon>0, \forall n \in \mathbb{N}, \exists n_{0}>n: x_{n_{0}} \in B_{\varepsilon}(x) \\
& \Leftrightarrow \forall \varepsilon>0, \forall n \in \mathbb{N}, \exists n_{0}>n: d\left(x, x_{n_{0}}\right)<\varepsilon \\
& \Leftrightarrow \forall n \in \mathbb{N}, \forall \varepsilon>0, \exists n_{0}>n: d\left(x, x_{n_{0}}\right)<\varepsilon \\
& \Leftrightarrow \forall n \in \mathbb{N}, \forall \varepsilon>0, B_{\varepsilon}(x) \cap \mathscr{A}_{n} \neq \phi \\
& \Leftrightarrow \forall n \in \mathbb{N}, x \in \overline{\mathscr{A}}_{n} \\
& \Leftrightarrow x \in \bigcap_{n \in \mathbb{N}} \overline{\mathscr{A}}_{n} .
\end{aligned}
$$

Hence $\mathscr{A}=\bigcap_{n \in \mathbb{N}} \overline{\mathscr{A}}_{n}$.
2. In a metric space, every limit of a sequence is a limit point of the sequence.

Indeed, let $x:=\lim _{n \rightarrow \infty} x_{n}$. Then $\forall \varepsilon>0, \exists n_{0} \in \mathbb{N}, \forall n \geq n_{0} \Rightarrow d\left(x_{n}, x\right) \leq \varepsilon$. Let $\varepsilon>0$ and $n>0$. Then there exists $n_{0}$ satisfying $\forall n \geq n_{0}, d\left(x_{n}, x\right) \leq \varepsilon$. For $n_{1}>\max \left(n, n_{0}\right)$, we have $d\left(x_{n_{1}}, x\right) \leq \varepsilon$.
3. Clearly, in any metric space, every limit point of a subsequence is a limit point of the sequence.

Proposition 1.2.12. Let $\left(x_{n}\right)_{n}$ be a sequence of a metric space $(X, d)$ and $x \in X$. Then $x$ is a limit point of $\left(x_{n}\right)_{n} \Leftrightarrow \exists\left(x_{n_{k}}\right)_{k} \subset X$ a subsequence such that $\lim _{k \rightarrow \infty} x_{n_{k}}=x$.
$(\Leftrightarrow)$ Suppose $\exists\left(x_{n_{k}}\right)_{k} \subset X$ subsequence of $\left(x_{n}\right)_{n}$ such that $\lim _{k \rightarrow \infty} x_{n_{k}}=x$. Then $x$ is a limit point of $\left(x_{n_{k}}\right)_{k}$ implies that $x$ is a limit point of $\left(x_{n}\right)_{n}$.
$\Leftrightarrow$ Let $x$ be a limit point of $\left(x_{n}\right)_{n}$. By definition, we have that for all $\varepsilon>0, n \in \mathbb{N}$, there exists $n_{0}>n: d\left(x_{n_{0}}, x\right)<\varepsilon$.

$$
\begin{array}{ccl}
\text { For } \varepsilon=1, & \forall n \in \mathbb{N} \exists n_{1}>n & : d\left(x_{n_{1}}, x\right)<1 \\
\text { For } \varepsilon=\frac{1}{2}, & \exists n_{2}>n_{1} & : d\left(x_{n_{2}}, x\right)<\frac{1}{2} \\
\vdots & \vdots & \vdots \\
\text { For } \varepsilon=\frac{1}{\mathrm{k}}, & \exists n_{k}>n_{k-1} & : d\left(x_{n_{k}}, x\right)<\frac{1}{k}
\end{array}
$$

Then we construct $\left(x_{n_{k}}\right)_{k}$ a subsequence of $\left(x_{n}\right)_{n}$ and $d\left(x_{n_{k}}, x\right)<\frac{1}{k}, \forall k=1,2, \ldots$. This implies that $\lim _{k \rightarrow \infty} x_{n_{k}}=x$.

Corollary 1.2.13. Let $(X, d)$ be a metric space and $\left(x_{n}\right)_{n} \subset X$. Then

$$
\lim _{n \rightarrow \infty} x_{n}=x \Rightarrow \mathscr{A}=\{x\} .
$$

Proof. Since $\left(x_{n}\right)_{n}$ converges to $x$, then any subsequence also converges to $x$. By Proposition $1.2 .12, x$ is the only limit point of this sequence, then $\mathscr{A}=\{x\}$.

Proposition 1.2.14. Let $\left(x_{n}\right)_{n}$ be a sequence of a metric space $(X, d)$. Then

$$
\left(x_{n}\right)_{n} \text { Cauchy sequence } \Leftrightarrow \lim _{\mathrm{n} \rightarrow \infty} \operatorname{diam}\left(\mathscr{A}_{\mathrm{n}}\right)=0
$$

Proof. Let $\left(x_{n}\right)_{n}$ be a Cauchy sequence. Then

$$
\forall \varepsilon>0, \exists n_{0} \in \mathbb{N} \text { such that } \forall k, k^{\prime}>n_{0}: d\left(x_{k}, x_{k^{\prime}}\right)<\varepsilon .
$$

Note that since $k, k^{\prime}>n_{0} \Rightarrow x_{k}, x_{k^{\prime}} \in \mathscr{A}_{n_{0}}$. Hence

$$
\begin{aligned}
& \forall \varepsilon>0, \exists n_{0} \in \mathbb{N}: \sup _{k, k^{\prime}>n_{0}} d\left(x_{k}, x_{k^{\prime}}\right)<\varepsilon \\
\Leftrightarrow & \forall \varepsilon>0, \exists n_{0} \in \mathbb{N}: \operatorname{diam}\left(\mathscr{A}_{\mathrm{n}_{0}}\right)<\varepsilon \\
\Leftrightarrow & \forall \varepsilon>0, \exists n_{0} \in \mathbb{N}, \forall n \geq n_{0}: \operatorname{diam}\left(\mathscr{A}_{\mathrm{n}}\right) \leq \operatorname{diam}\left(\mathscr{A}_{\mathrm{n}_{0}}\right)<\varepsilon \\
& \left(\text { for } \mathrm{n}>\mathrm{n}_{0} \Rightarrow \mathscr{A}_{\mathrm{n}} \subseteq \mathscr{A}_{\mathrm{n}_{0}}\right) \\
\Leftrightarrow & \lim _{n \rightarrow \infty} \operatorname{diam}\left(\mathscr{A}_{\mathrm{n}}\right)=0 .
\end{aligned}
$$

Corollary 1.2.15. If a Cauchy sequence in a metric space $(X, d)$ has a limit point $x$, then $x$ is the limit of the sequence.

Proof. Let $\left(x_{n}\right)_{n}$ be a Cauchy sequence, then $\lim _{n \rightarrow \infty} \operatorname{diam}\left(\mathscr{A}_{\mathrm{n}}\right)=0$, i.e., $\forall \varepsilon>0 \exists n_{0} \in \mathbb{N}$ : $\operatorname{diam}\left(\mathscr{A}_{\mathrm{n}}\right)<\varepsilon . \operatorname{But} \operatorname{diam}\left(\overline{\mathscr{A}}_{\mathrm{n}}\right)=\operatorname{diam}\left(\mathscr{A}_{\mathrm{n}}\right)$. Then

$$
\forall \varepsilon>0 \exists n_{0} \in \mathbb{N}, \forall n \geq n_{0},\left(d\left(x, x_{n}\right) \leq \operatorname{diam}\left(\overline{\mathscr{A}}_{\mathrm{n}}\right) \leq \varepsilon\right)
$$

for

$$
\left(x \in \mathscr{A} \Rightarrow x \in \bigcap_{n \geq 1} \overline{\mathscr{A}}_{n}\right) \Rightarrow \lim _{n \rightarrow \infty} d\left(x, x_{n}\right)=0 \Rightarrow \lim _{n \rightarrow \infty} x_{n}=x .
$$

Proposition 1.2.16. (Cantor's Intersection Theorem for Compact Spaces) Let ( $X, \mathscr{T}$ ) be a compact topological space and $\left(F_{n}\right)_{n}$ a decreasing sequence of nonempty closed subsets. Then

$$
\bigcap_{n \geq 1} F_{n} \neq \phi
$$

Proof. By contradiction. Assume that $\bigcap_{n \geq 1} F_{n}=\phi$. Since $X$ is compact, then there exits $p \in \mathbb{N}$ such that $\bigcap_{n=1}^{p} F_{n}=\phi$. But $\left(F_{n}\right)_{n}$ is decreasing, then $F_{p}=\phi$, a contradiction.

## Corollary 1.2.17. If $X$ is compact, then $\mathscr{A} \neq \phi$.

Proof. Let $\left(x_{n}\right)_{n}$ be a sequence and $F_{n}=\overline{\mathscr{A}}_{n}$. Then $\left(F_{n}\right)_{n}$ is a decreasing sequence of closed nonempty sets. By Cantor's intersection theorem for compact spaces, $\bigcap_{n} F_{n} \neq \phi$. Then $\bigcap_{n} F_{n}=\bigcap_{n} \bar{A}_{n}=\mathscr{A} \neq \phi$.

Remark 1.2.18. By Corollary 1.2.17 and Proposition 1.2.12, if $X$ is compact, then every sequence has a convergent subsequence. So if $X$ is compact, then $X$ is sequentially compact.

Corollary 1.2.19. Let $(X, d)$ be a metric space. Then

$$
X \text { compact } \Longrightarrow X \text { complete } .
$$

Proof. Let $\left(x_{n}\right)_{n}$ be a Cauchy sequence. Then $\mathscr{A} \neq \phi$. By Corollary 1.2.17, $\left(x_{n}\right)_{n}$ has a limit point, then by Corollary $1.2 .15 \lim _{n \rightarrow \infty} x_{n}=x$. Hence $X$ is complete.

Corollary 1.2.20. Let $\left(x_{n}\right)_{n}$ be a sequence in a compact metric space $(X, d)$. Then

$$
\lim _{n \rightarrow \infty} x_{n}=x \Leftrightarrow \mathscr{A}=\{x\} .
$$

Proof.
$\Leftrightarrow \lim _{n \rightarrow \infty} x_{n}=x \Rightarrow \mathscr{A}=\{x\}$. This is proved By Corollary 1.2.13.
$(\Leftrightarrow)$ Let us show that $\mathscr{A}=\{x\} \Rightarrow \lim _{n \rightarrow \infty} x_{n}=x$. Let $U \in \mathscr{N}_{x}$ and $F_{n}=\bar{A}_{n} \cap C_{x} U$. Then $F_{n}$ closed $\forall n$. Hence $\bigcap_{n} F_{n}=\mathscr{A} \cap C_{x} U=\phi$ for $\mathscr{A}=\{x\}$. We have

$$
\begin{aligned}
X \text { is compact } & \Rightarrow \exists n_{0} \in \mathbb{N}: \bigcap_{n=1}^{n_{0}} F_{n}=\phi \\
& \Rightarrow F_{n_{0}}=\phi, \text { for }\left(\mathrm{F}_{\mathrm{n}}\right)_{\mathrm{n}} \text { is decreasing } \\
& \Rightarrow \bar{A}_{n_{0}} \subset U \\
& \Rightarrow A_{n} \subset A_{n_{0}} \subset \bar{A}_{n_{0}} \subset U, \forall n \geq n_{0} \\
& \Rightarrow x_{n} \in U, \forall n \geq n_{0} \\
& \Rightarrow \lim _{n \rightarrow \infty} x_{n}=x .
\end{aligned}
$$

Example 1.2.21. Let $(X, d)=(\mathbb{R},|\cdot|)$ and the sequence

$$
x_{n}=\left\{\begin{array}{cc}
n, & n \text { odd } \\
\frac{1}{n}, & n \text { even } .
\end{array}\right.
$$

Then 0 is a limit point. Indeed $x_{2 n}=\frac{1}{2 n} \rightarrow 0$, then 0 is a limit point and the other subsequence diverges. So 0 is the unique limit point. However, $\lim _{n \rightarrow \infty} x_{n} \neq 0$, and the reason is that $(\mathbb{R},|\cdot|)$ is not compact.

Proposition 1.2.22. [5, 8] Let $(X, d)$ be a metric space. If $X$ is totally bounded, then it separable.

Proposition 1.2.23. Let $(X, d)$ be a metric space. If $X$ is sequentially compact, then $X$ is compact.

Proof. Let $U$ be an open cover of $X$. Since $X$ is sequentially compact, then from Lebesgue Number lemma, there exists $\delta>0$ such that for every $x \in X$, there is an open set $O \in U$ for which $B(x, \delta) \subset O$. Also we have $X$ is totally bounded (for $X$ is sequentially compact) , then there exist $x_{1}, x_{2}, \ldots, x_{n} \in X$ such that

$$
X=\bigcup_{i=1}^{n} B\left(x_{i}, \delta\right) .
$$

We Know from above for $x_{i} \in X$ there is $O_{i} \in U$ such that

$$
B\left(x_{i}, \delta\right) \subset O_{i}, i=1,2, \ldots, n .
$$

Hence

$$
X=\bigcup_{i=1}^{n} O_{i}, O_{i} \in U .
$$

Therefore $X$ is compact.

Proposition 1.2.24. Let $(X, d)$ be a metric space. If $X$ is sequentially compact, then $X$ is totally bounded and complete.

Proof. Suppose by contradiction that $X$ is not totally bounded. Then there exists $\varepsilon>0$ such that for every finite subset $S \subset X, X \neq \bigcup_{s \in S} B_{\varepsilon}(s)$. Let $x_{0} \in X, x_{1} \in X \backslash B_{\varepsilon}\left(x_{0}\right), \cdots, x_{n} \in$ $X \backslash \bigcup_{i=0}^{n-1} B_{\varepsilon}\left(x_{i}\right)$. Then the sequence $\left(x_{n}\right)_{n}$ has no subsequence which is convergent, for $d\left(x_{j}, x_{k}\right)>\varepsilon, \forall j \neq k$. So it has no Cauchy subsequence, then it has no convergent subsequence which is contradiction, then $X$ is totally bounded.

Finally $X$ sequentially compact $\Rightarrow X$ compact $\Rightarrow X$ complete. We can even prove that $X$ totally bounded and complete implies that $X$ is sequentially compact.

## Measures of Noncompactness

### 2.1 Measures of Noncompactness in Metric Spaces

## [1, 2, 3, 4]

Definition 2.1.1. Let $(X, d)$ be a metric space and $A \subset X$ a bounded subset. We introduce the following sets:

1. $K(A)=\left\{D>0: \exists N \in \mathbb{N}, \exists\left(A_{i}\right)_{i=1}^{N} \subset X\right.$ such that, $\mathrm{A} \subseteq \bigcup_{\mathrm{i}=1}^{\mathrm{N}} \mathrm{A}_{\mathrm{i}}$ with $\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}, \forall \mathrm{l} \leq$ $\mathrm{i} \leq \mathrm{N}\}$.
2. $H(A)=\left\{r>0: \exists N \in \mathbb{N}, \exists\left\{x_{1}, x_{2}, \cdots, x_{N}\right\} \subset X\right.$ such that, $\left.\mathrm{A} \subseteq \bigcup_{\mathrm{i}=1}^{\mathrm{N}} \mathrm{B}_{\mathrm{r}}\left(\mathrm{x}_{\mathrm{i}}\right)\right\}$.

Remark 2.1.2. $2 H(A) \subset K(A) \subset H(A)$. Indeed
(i) let $D \in K(A)$. Then

$$
\exists N \in \mathbb{N}, \exists\left(A_{i}\right)_{i=1}^{N} \subset X \text { such that } \mathrm{A} \subseteq \bigcup_{\mathrm{i}=1}^{\mathrm{N}} \mathrm{~A}_{\mathrm{i}} \text { with } \operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}, \forall 1 \leq \mathrm{i} \leq \mathrm{N} .
$$

Since $A_{i}$ is bounded for all $1 \leq i \leq N$, then

$$
A_{i} \subset B\left(x_{i}, D\right) \text {, with } \mathrm{x}_{\mathrm{i}} \in \mathrm{~A}_{\mathrm{i}}^{\circ}, \forall 1 \leq \mathrm{i} \leq \mathrm{N} .
$$

Hence

$$
\bigcup_{i=1}^{N} A_{i} \subset \bigcup_{i=1}^{N} B\left(x_{i}, D\right) \Rightarrow A \subset \bigcup_{i=1}^{N} B\left(x_{i}, D\right) .
$$

As a consequence $D \in H(A)$ and $K(A) \subset H(A)$.
(ii) Let $r \in H(A)$. Then there exit $N \in \mathbb{N}$ and $\left\{x_{1}, x_{2}, \cdots, x_{N}\right\} \subset X$ such that $A \subseteq \bigcup_{i=1}^{N} B_{r}\left(x_{i}\right)$ with $\operatorname{diam}\left(\mathrm{B}_{\mathrm{r}}\left(\mathrm{x}_{\mathrm{i}}\right)\right) \leq 2 \mathrm{r}, \forall 1 \leq \mathrm{i} \leq \mathrm{N}$. Then

$$
2 r \in K(A) \Rightarrow 2 H(A) \subset K(A) .
$$

Definition 2.1.3. We say that $A$ has an $\varepsilon$-net $(\varepsilon>0)$ if there exists $N \in \mathbb{N}$ such that $A \subset$ $\bigcup_{i=1}^{N} B_{\varepsilon}\left(x_{i}\right)$ and $\left\{x_{1}, x_{2}, \cdots, x_{N}\right\} \subset X$.

Remark 2.1.4. (a) A is totally bounded if and only if $A$ has an $\varepsilon$-net for all $\varepsilon>0$.
(b) $H(A)=\{r>0$ : A has an $r$-net $\}$.

Definition 2.1.5. 1. The Kuratowski measure of noncompactness is defined by

$$
\alpha(A):=\inf (K(A)) .
$$

2. The Hausdorff measure of noncompactness is defined by

$$
\chi(A):=\inf (H(A)) .
$$

Proposition 2.1.6. $\chi(A) \leq \alpha(A) \leq 2 \chi(A)$.
Proof. From Remark 2.2.11, we have

$$
2 H(A) \subseteq K(A) \subseteq H(A) .
$$

Then

$$
\inf (H(A)) \leq \inf (K(A)) \leq 2 \inf (H(A))
$$

and so

$$
\chi(A) \leq \alpha(A) \leq 2 \chi(A) .
$$

As a consequence $\alpha(A)=0 \Leftrightarrow \chi(A)=0$.
Proposition 2.1.7. $\chi(A)=0 \Leftrightarrow A$ is totally bounded.
Proof.

$$
\begin{aligned}
\chi(A)=0 & \Leftrightarrow \inf \{r>0: A \text { has an } r-\text { net }\}=0 \\
& \Leftrightarrow A \text { has an } r-\text { net, } \forall r>0 \\
& \Leftrightarrow A \text { totally bounded. }
\end{aligned}
$$

Definition 2.1.8. A is relatively compact if $\bar{A}$ compact.
Proposition 2.1.9. $0 \leq \chi(A) \leq \alpha(A) \leq \operatorname{diam}(\mathrm{A})$.
Proof. $A \subseteq A$ with $N=1$ and $D=\operatorname{diam}(\mathrm{A})$. Then

$$
\begin{aligned}
\operatorname{diam}(\mathrm{A}) \in \mathrm{K}(\mathrm{~A}) & \Rightarrow \inf (K(A)) \leq \operatorname{diam}(\mathrm{A}) \\
& \Rightarrow \alpha(A) \leq \operatorname{diam}(\mathrm{A}) \\
& \Rightarrow \chi(A) \leq \alpha(A) \leq \operatorname{diam}(\mathrm{A})
\end{aligned}
$$

Proposition 2.1.10. Let $A$ and $B$ be bounded subsets of a metric space $X$ such that $A \subset B$. Then

1. $\alpha(A) \leq \alpha(B)$.
2. $\chi(A) \leq \chi(B)$.

Proof. 1. Let $D \in K(B)$. Then
$\exists N \in \mathbb{N}, \exists\left(A_{i}\right)_{i=1}^{N} \subset X$ such that $\mathrm{B} \subseteq \bigcup_{\mathrm{i}=1}^{\mathrm{N}} \mathrm{A}_{\mathrm{i}}$
with $\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}, \forall 1 \leq \mathrm{i} \leq \mathrm{N}$.

Since $A \subset B \subset \bigcup_{i=1}^{N} A_{i}$. Then

$$
\begin{aligned}
D \in K(A) & \Rightarrow K(B) \subset K(A), \\
& \Rightarrow \inf K(A) \leq \inf K(B), \\
& \Rightarrow \alpha(A) \leq \alpha(B) .
\end{aligned}
$$

2. We show that $\chi(A) \leq \chi(B)$, by the same way as in part 1 .

Proposition 2.1.11. $\alpha(A)=\alpha(\bar{A})$ and $\chi(A)=\chi(\bar{A})$.
Proof. Since $A \subseteq \bar{A}$, then by Proposition 2.1.10, $\alpha(A) \leq \alpha(\bar{A})$. Let $D \in K(A)$. Then there exist $N \in \mathbb{N},\left(A_{i}\right)_{i=1}^{N} \subset X$ such that $A \subseteq \bigcup_{i=1}^{N} A_{i}$ with $\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}, \forall 1 \leq \mathrm{i} \leq \mathrm{N}$. Hence

$$
\bar{A} \subset \overline{\bigcup_{i=1}^{N} A_{i}}=\bigcup_{i=1}^{N} \bar{A}_{i}
$$

with $\operatorname{diam}\left(\overline{\mathrm{A}}_{\mathrm{i}}\right)=\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}, \forall 1 \leq \mathrm{i} \leq \mathrm{N}$. As a consequence $D \in K(\bar{A})$ and so $K(A) \subseteq$ $K(\bar{A}), \alpha(\bar{A}) \leq \alpha(A)$. We conclude that $\alpha(A)=\alpha(\bar{A})$. Let us show that $\chi(A)=\chi(\bar{A})$. We have

$$
\begin{equation*}
A \subseteq \bar{A} \Rightarrow \chi(A) \leq \chi(\bar{A}) \tag{2.1}
\end{equation*}
$$

Let $r \in H(A)$. Then $A \subseteq \bigcup_{i=1}^{N} B_{r}\left(x_{i}\right)$, where $\left\{x_{1}, x_{2}, \cdots, x_{N}\right\} \subset X$. Then

$$
\bar{A} \subset \overline{\bigcup_{i=1}^{N} B_{r}\left(x_{i}\right)}=\bigcup_{i=1}^{N} \overline{B_{r}\left(x_{i}\right)}=\bigcup_{i=1}^{N} B_{r}\left[x_{i}\right] \subset \bigcup_{i=1}^{N} B_{r+\varepsilon}\left(x_{i}\right),, \forall \varepsilon>0 .
$$

Hence

$$
r+\varepsilon \in H(\bar{A}), \forall \varepsilon>0 \Rightarrow \chi(\bar{A}) \leq r+\varepsilon,, \forall \varepsilon>0,
$$

which implies that $\chi(\bar{A}) \leq r$. As a consequence $\chi(\bar{A}) \leq \chi(A)$. We conclude that $\chi(A)=$ $\chi(\bar{A})$.

Corollary 2.1.12. Let $(X, d)$ be a complete metric space and $A$ be a bounded subset of $X$. Then

$$
\alpha(A)=0 \Leftrightarrow \chi(A)=0 \Leftrightarrow A \text { is relatively compact. }
$$

Proof.
$\Leftrightarrow$ ) We have $\alpha(A)=\alpha(\bar{A})=0$, then by Proposition 2.1.7 $\bar{A}$ is totally bounded and since $\bar{A}$ is closed in a complete metric space, then $\bar{A}$ is compact.
$(\Leftrightarrow)$ Since $A$ is relatively compact then $\bar{A}$ is compact. Hence $\bar{A}$ is totally compact and so

$$
\chi(\bar{A})=0 \Rightarrow \chi(A)=0 .
$$

Remark 2.1.13. Let $A$ and $B$ be bounded subsets of a metric space $X$ such that $A \subset B$. Then

1. $B$ is relatively compact $\Rightarrow A$ is relatively compact.
2. Let $A$ be a relatively compact subset of $X$. Then

$$
0=\alpha(A) \leq \alpha(B) .
$$

For that, $\alpha$ and $\chi$ are called measures of noncompactness.
Proposition 2.1.14. Let $A$ and $B$ be bounded subsets of a metric space $(X, d)$. Then

1. $\alpha(A \cup B)=\max (\alpha(A), \alpha(B))$.
2. $\chi(A \cup B)=\max (\chi(A), \chi(B))$.
3. $\alpha(A \cap B) \leq \min (\alpha(A), \alpha(B))$.
4. $\chi(A \cap B) \leq \min (\chi(A), \chi(B))$.

Proof. 1. We have $A \subset A \cup B$ and $B \subset A \cup B$. Then
$\alpha(A) \leq \alpha(A \cup B)$ and $\alpha(B) \leq \alpha(A \cup B)$. Hence

$$
\begin{equation*}
\max (\alpha(A), \alpha(B)) \leq \alpha(A \cup B) \tag{2.2}
\end{equation*}
$$

By the characteristic property of the infimum, we have

$$
\forall \varepsilon>0, \exists D_{\varepsilon}, \exists N \in \mathbb{N}, \exists\left(A_{i}\right)_{i=1}^{N} \text { such that } A \subset \bigcup_{i=1}^{N} A_{i}
$$

with

$$
\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}_{\varepsilon}, \forall \mathrm{i} \in[1, \mathrm{~N}] \text { and } \mathrm{D}_{\varepsilon}<\alpha(\mathrm{A})+\varepsilon \leq \max (\alpha(\mathrm{A}), \alpha(\mathrm{B}))+\varepsilon .
$$

Also there exist $D_{\varepsilon}^{\prime}, M \in \mathbb{N},\left(B_{j}\right)_{j=1}^{M}$ such that $B \subset \bigcup_{j=1}^{M} B_{j}$ with $\operatorname{diam}\left(\mathrm{B}_{\mathrm{j}}\right) \leq \mathrm{D}_{\varepsilon}^{\prime}, \forall \mathrm{j} \epsilon$ $[1, \mathrm{M}]$ and $D_{\varepsilon}^{\prime}<\alpha(B)+\varepsilon \leq \max (\alpha(A), \alpha(B))+\varepsilon$. Then

$$
A \cup B \subset\left(\bigcup_{i=1}^{N} A_{i}\right) \cup\left(\bigcup_{j=1}^{M} B_{j}\right)=\bigcup_{K=1}^{N+M} C_{k},
$$

where

$$
C_{k}= \begin{cases}A_{i}, & \forall k \in[1, N] ; \\ B_{j}, & \forall k \in[N+1, M]\end{cases}
$$

and $\operatorname{diam}\left(\mathrm{C}_{\mathrm{k}}\right)<\max (\alpha(\mathrm{A}), \alpha(\mathrm{B}))+\varepsilon, \forall \varepsilon>0$. So $\max (\alpha(A), \alpha(B))+\varepsilon \in K(A \cup B)$, $\forall \varepsilon>0$. Hence

$$
\alpha(A \cup B) \leq \max (\alpha(A), \alpha(B))+\varepsilon, \forall \varepsilon>0 .
$$

Then

$$
\begin{equation*}
\alpha(A \cup B) \leq \max (\alpha(A), \alpha(B)) . \tag{2.3}
\end{equation*}
$$

From 2.2 and 2.3, we get $\alpha(A \cup B)=\max (\alpha(A), \alpha(B))$.
2. Clearly

$$
\begin{equation*}
\max (\chi(A), \chi(B)) \leq \chi(A \cup B) . \tag{2.4}
\end{equation*}
$$

Let $d=\max (\chi(A), \chi(B))$. Then by the characteristic property of the infimum, we have

$$
\begin{aligned}
& \forall \varepsilon>0, \exists r_{\varepsilon}>0, \exists\left\{x_{1}, x_{2}, \cdots, x_{N}\right\} \subset X \text { such that } A \subset \bigcup_{i=1}^{N} B_{r_{\varepsilon}}\left(x_{i}\right), \\
& \exists r_{\varepsilon}^{\prime}, \exists\left\{x_{1}, x_{2}, \cdots, x_{M}\right\} \subset X \text { such that } B \subset \bigcup_{j=1}^{M} B_{r_{\varepsilon}^{\prime}}\left(x_{j}\right)
\end{aligned}
$$

with

$$
\begin{aligned}
& r_{\varepsilon}<\chi(A)+\varepsilon \leq d+\varepsilon \text { and } r_{\varepsilon}^{\prime}<\chi(B)+\varepsilon \leq d+\varepsilon . \\
& \text { So } A \subset \bigcup_{i=1}^{N} B_{d+\varepsilon}\left(x_{i}\right) \text { and } B \subset \bigcup_{j=1}^{M} B_{d+\varepsilon}\left(x_{j}\right) \text {. Hence } \\
& A \cup B \subset \bigcup_{k=1}^{N+M} B_{d+\varepsilon}\left(z_{k}\right) \text {, where } z_{k}= \begin{cases}x_{i}, & \forall k \in[1, N] ; \\
x_{j}, & \forall k \in[N+1, M] .\end{cases}
\end{aligned}
$$

Then $\chi(A \cup B) \leq d+\varepsilon, \forall \varepsilon>0$, and

$$
\begin{equation*}
\chi(A \cup B) \leq d=\max (\chi(A), \chi(B)) \tag{2.5}
\end{equation*}
$$

From 2.4 and 2.5 , we get $\chi(A \cup B)=\max (\chi(A), \chi(B))$.
3. We have $A \cap B \subseteq A$ and $A \cap B \subseteq B$. Then

$$
\begin{gathered}
\alpha(A \cap B) \leq \alpha(A) \text { and } \alpha(A \cap B) \leq \alpha(B) . \\
\alpha(A \cap B) \leq \min (\alpha(A), \alpha(B)) .
\end{gathered}
$$

4. We have $A \cap B \subseteq A$ and $A \cap B \subseteq B$. Then

$$
\chi(A \cap B) \leq \chi(A) \text { and } \chi(A \cap B) \leq \chi(B) \Rightarrow \chi(A \cap B) \leq \min (\chi(A), \chi(B)) .
$$

Lemma 2.1.15. Let $\mathscr{N}_{r}(A)=\{x \in X: d(x, A)<r\}$. Then

$$
\operatorname{diam}\left(\mathscr{N}_{\mathrm{r}}(\mathrm{~A})\right) \leq \operatorname{diam}(\mathrm{A})+2 \mathrm{r} .
$$

Proof. Let $x$ and $y \in \mathscr{N}_{r}(A)$. Then $d(x, A)<r$ and $d(y, A)<r$. By the characteristic property of the infimum, we have

$$
\forall \varepsilon>0, \exists x_{\circ} \in A, \exists y_{\circ} \in A: d\left(x, x_{\circ}\right)<r+\varepsilon, d\left(y, y_{\circ}\right)<r+\varepsilon .
$$

So for all $x, y \in \mathscr{N}_{r}(A)$, we have

$$
\begin{aligned}
d(x, y) & \leq d\left(x, x_{\circ}\right)+d\left(x_{\circ}, y_{\circ}\right)+d\left(y_{\circ}, y\right) \\
& <r+\varepsilon+\operatorname{diam}(\mathrm{A})+\mathrm{r}+\varepsilon \\
& =\operatorname{diam}(\mathrm{A})+2 \mathrm{r}+2 \varepsilon .
\end{aligned}
$$

Hence

$$
\operatorname{diam}\left(\mathscr{N}_{\mathrm{r}}(\mathrm{~A})\right)=\sup _{\mathrm{x}, \mathrm{y} \in \mathcal{N}_{\mathrm{r}}(\mathrm{~A})} \mathrm{d}(\mathrm{x}, \mathrm{y}) \leq \operatorname{diam}(\mathrm{A})+2 \mathrm{r}+2 \varepsilon, \forall \varepsilon>0
$$

$\operatorname{Then} \operatorname{diam}\left(\mathscr{N}_{\mathrm{r}}(\mathrm{A})\right) \leq \operatorname{diam}(\mathrm{A})+2 \mathrm{r}$.
Lemma 2.1.16. Let $A=B_{r_{o}}\left(x_{\circ}\right)$. Then

$$
\mathscr{N}_{r}(A) \subset B_{r_{0}+r}\left(x_{\circ}\right) .
$$

Proof. Let $x \in \mathscr{N}_{r}(A)$. Then

$$
d(x, A)<r \Leftrightarrow \inf _{y \in A} d(x, y)<r .
$$

So for all $y \in A$, we have since $y \in A$

$$
d\left(x, x_{\circ}\right) \leq d(x, y)+d\left(y, x_{\circ}\right) \leq d(x, y)+r_{\circ} .
$$

Hence

$$
\begin{array}{rcc} 
& d\left(x, x_{\circ}\right) \leq & \inf _{y \in A} d(x, y)+r_{\circ}, \\
\Rightarrow & d\left(x, x_{\circ}\right) \leq & d(x, A)+r_{\circ}, \\
\Rightarrow & d\left(x, x_{\circ}\right)< & r+r_{\circ}, \\
\Rightarrow & x \in B_{r_{0}+r}\left(x_{\circ}\right) . &
\end{array}
$$

Lemma 2.1.17. Let $A \subseteq \bigcup_{i \in I} A_{i} \Rightarrow \mathscr{N}_{r}(A) \subseteq \bigcup_{i \in I} \mathscr{N}_{r}\left(A_{i}\right)$.
Proof. Let $x \in \mathscr{N}_{r}(A)$. Then $d(x, A)<r$ and thus $A \subseteq B \Rightarrow d(x, B) \leq d(x, A)$. Hence

$$
\begin{aligned}
& d:=d\left(x, \bigcup_{i \in I} A_{i}\right)<r \\
\Rightarrow & \exists i_{\circ} \in I: d\left(x, A_{i_{o}}\right)<r \\
\Rightarrow & x \in \mathscr{N}_{r}\left(A_{i_{o}}\right) \Rightarrow x \in \bigcup_{i \in I} \mathscr{N}_{r}\left(A_{i}\right) .
\end{aligned}
$$

Otherwise, assume by contradiction that $\forall i \in I, d\left(x, A_{i}\right) \geq r$. By the characteristic property of the infimum we have

$$
\forall \varepsilon>0, \exists y_{\varepsilon} \in \bigcup_{i \in I} A_{i}: d \leq d\left(x, y_{\varepsilon}\right)<d+\varepsilon
$$

Then

$$
\forall \varepsilon>0, \exists i_{\circ} \in I: y_{\varepsilon} \in A_{i_{\circ}},
$$

with $r \leq d\left(x, A_{i_{0}}\right) \leq d\left(x, y_{\varepsilon}\right)<d+\varepsilon$. Hence $r<d+\varepsilon, \forall \varepsilon>0 \Rightarrow r<d$, which is a contradiction.

Proposition 2.1.18. 1. $\chi\left(\mathscr{N}_{r}(A)\right) \leq \chi(A)+r$.
2. $\alpha\left(\mathscr{N}_{r}(A)\right) \leq \alpha(A)+2 r$.

Proof. 1. Let $\varepsilon>0$. Then

$$
\exists r_{\circ}>0: A \subset \bigcup_{i=1}^{N} B_{r_{\circ}}\left(x_{i}\right) \text { with }\left\{x_{1}, x_{2}, \cdots, x_{N}\right\} \subset X .
$$

By the characteristic property of the infimum,

$$
\chi(A) \leq r_{0}<\chi(A)+\varepsilon .
$$

By Lemma 2.1.17, we have

$$
\mathscr{N}_{r}(A) \subseteq \bigcup_{i=1}^{N} \mathscr{N}_{r}\left(B_{r_{0}}\left(x_{i}\right)\right)
$$

And by Lemma 2.1.16, we have

$$
\mathscr{N}_{r}\left(B_{r_{\mathrm{o}}}\left(x_{\mathrm{o}}\right)\right) \subset B_{r_{\mathrm{o}}+r}\left(x_{\mathrm{o}}\right), \forall i \in[1, N] .
$$

Hence $\mathscr{N}_{r}(A) \subset \bigcup_{i=1}^{N} B_{r_{o}+r}\left(x_{\circ}\right)$, and so

$$
r_{\circ}+r \in H\left(\mathscr{N}_{r}(A)\right) \Rightarrow \chi\left(\mathscr{N}_{r}(A)\right) \leq r_{\circ}+r<\chi(A)+\varepsilon+r, \forall \varepsilon>0 .
$$

Then

$$
\chi\left(\mathscr{N}_{r}(A)\right) \leq \chi(A)+r .
$$

2. Let $\varepsilon>0$. Then there exist $D_{\varepsilon}>0, N \in \mathbb{N},\left(A_{i}\right)_{i=1}^{N} \subset X$ such that $A \subset \bigcup_{i=1}^{N} A_{i}$ with $\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}_{\varepsilon}, \forall \mathrm{i} \in[1, \mathrm{~N}]$. Hence

$$
\alpha(A) \leq D_{\varepsilon}<\alpha(A)+\varepsilon .
$$

By Lemma 2.1.17, we have

$$
\mathscr{N}_{r}(A) \subset \bigcup_{i=1}^{N} \mathscr{N}_{r}\left(A_{i}\right),
$$

And by Lemma 2.1.15, we have

$$
\operatorname{diam}\left(\mathscr{N}_{\mathrm{r}}\left(\mathrm{~A}_{\mathrm{i}}\right)\right) \leq \operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right)+2 \mathrm{r} \leq \mathrm{D}_{\varepsilon}+2 \mathrm{r}<\alpha(\mathrm{A})+\varepsilon+2 \mathrm{r}, \forall \varepsilon>0
$$

We conclude that

$$
\forall \varepsilon>0, \alpha(A)+2 r+\varepsilon \in K\left(\mathscr{N}_{r}(A)\right) .
$$

Then

$$
\alpha\left(\mathscr{N}_{r}(A)\right) \leq \alpha(A)+2 r+\varepsilon, \forall \varepsilon>0 .
$$

As a consequence

$$
\alpha\left(\mathscr{N}_{r}(A)\right) \leq \alpha(A)+2 r .
$$

Proposition 2.1.19. (Cantor's Generalized Intersection Theorem) Let ( $X, d$ ) be a complete metric space and $\left(F_{n}\right)_{n}$ a decreasing sequence of closed nonempty subsets of $X$ such that $\lim _{n \rightarrow \infty} \alpha\left(F_{n}\right)=0$. Then $F_{\infty}:=\bigcap_{n} F_{n}$ is nonempty and compact.

Proof. Let us show that $F_{\infty} \neq \phi$. Let $\left(x_{n}\right)_{n} \subset X$ be a sequence such that $x_{n} \in F_{n}, \forall n$ and $\mathscr{A}_{n}=\left\{x_{n}, x_{n+1}, \cdots\right\}$. Since $\mathscr{A}_{n} \subset F_{n}, \forall n$, then $\mathscr{A}_{1} \subset\left\{x_{1}, \ldots, x_{n}\right\} \cup F_{n}$. Hence

$$
\alpha\left(\mathscr{A}_{1}\right) \leq \alpha\left(F_{n}\right), \forall n .
$$

Passing to the limit as $n \rightarrow \infty$, we get $\alpha\left(\mathscr{A}_{1}\right)=0$, which implies that $\mathscr{A}_{1}$ is relatively compact. Hence the sequence $\left(x_{n}\right)_{n}$ has a limit point $x \in \bigcap_{n} \bar{A}_{n}$. Since $\bigcap_{n} \bar{A}_{n} \subset \bigcap_{n} \bar{F}_{n}$, then $x \in \bigcap_{n} F_{n}=F_{\infty}$.

Let us show that $F_{\infty}$ is compact. Since $F_{\infty} \subset F_{n} \forall n$, then

$$
0 \leq \alpha\left(F_{\infty}\right) \leq \alpha\left(F_{n}\right), \forall n .
$$

Hence $\alpha\left(F_{\infty}\right)=0$, as $n \rightarrow \infty$, that is $F_{\infty}$ is relatively compact, hence compact.

### 2.2 Measures of Noncompactness in Normed Spaces

Lemma 2.2.1. Let $(X,\|\cdot\|)$ be a normed space, $A, B$ two bounded subsets of $X$, and $\lambda \in \mathbb{R}$. Then,
(a) $\operatorname{diam}(\mathrm{A}+\mathrm{B}) \leq \operatorname{diam}(\mathrm{A})+\operatorname{diam}(\mathrm{B})$.
(b) $\operatorname{diam}(\lambda \mathrm{A})=|\lambda| \operatorname{diam}(\mathrm{A})$.

Proof.
(a) Let $x, y \in A+B$. Then there exist $a_{1}, a_{2} \in A, b_{1}, b_{2} \in B$ such that $x=a_{1}+b_{1}$ and $y=a_{2}+b_{2}$. Thus

$$
\begin{aligned}
\|x-y\| & =\left\|a_{1}+b_{1}-a_{2}-b_{2}\right\| \\
& \leq\left\|a_{1}-a_{2}\right\|+\left\|b_{1}-b_{2}\right\| \\
& \leq \operatorname{diam}(\mathrm{A})+\operatorname{diam}(\mathrm{B}) .
\end{aligned}
$$

Then

$$
\operatorname{diam}(\mathrm{A}+\mathrm{B}) \leq \operatorname{diam}(\mathrm{A})+\operatorname{diam}(\mathrm{B}) .
$$

(b) Let $x, y \in \lambda A$ with $\lambda \neq 0$. Then

$$
\exists a_{1}, a_{2} \in A: x=\lambda a_{1} \text { and } y=\lambda a_{2} .
$$

So

$$
\|x-y\|=\left\|\lambda a_{1}-\lambda a_{2}\right\|=|\lambda|\left\|a_{1}-a_{2}\right\| \leq|\lambda| \operatorname{diam}(\mathrm{A}) .
$$

Then

$$
\operatorname{diam}(\lambda \mathrm{A}) \leq|\lambda| \operatorname{diam}(\mathrm{A}) .
$$

Conversely, let $a_{1}, a_{2} \in A$. Then $\lambda a_{1}, \lambda a_{2} \in \lambda A$. So

$$
\left\|a_{1}-a_{2}\right\|=\left\|\frac{\lambda}{\lambda} a_{1}-\frac{\lambda}{\lambda} a_{2}\right\|=\frac{1}{|\lambda|}\left\|\lambda a_{1}-\lambda a_{2}\right\| \leq \frac{1}{|\lambda|} \operatorname{diam}(\lambda \mathrm{A}) .
$$

Then

$$
\operatorname{diam}(\mathrm{A}) \leq \frac{1}{|\lambda|} \operatorname{diam}(\lambda \mathrm{A})
$$

Hence $\operatorname{diam}(\lambda \mathrm{A})=|\lambda| \operatorname{diam}(\mathrm{A})$.

Proposition 2.2.2. Let $\gamma$ be $\alpha$ or $\chi$ a measure of noncompactness in a normed space $(X,\|\cdot\|)$. Then for all $A, C \subset X$ and bounded and for all $\lambda \in \mathbb{R}^{*}$, we have
(a) $\gamma(A+C) \leq \gamma(A)+\gamma(C)$ (subaddivity)
(b) $\gamma(A+\{x\})=\gamma(A)$ (invariance under shift)
(c) $\gamma(\lambda A)=|\lambda| \gamma(A)$ (homogeneity)

Proof.
(a) Let us show that $\alpha(A+C) \leq \alpha(A)+\alpha(C)$. Let $\left(A_{i}\right)_{i=1}^{N}$ and $\left(C_{j}\right)_{j=1}^{M}$ cover $A$ and $C$ respectively. Then $\left(A_{i}\right)_{i=1}^{N}+\left(C_{j}\right)_{j=1}^{M}$ cover $A+C$. Let $\varepsilon>0$. Then there exist

$$
D_{1}, D_{2}>0,\left(A_{i}\right)_{i=1}^{N},\left(C_{j}\right)_{j=1}^{M}: A \subset \bigcup_{i=1}^{N} A_{i}, C \subset \bigcup_{j=1}^{M} C_{j},
$$

with $\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}_{1}, \forall \mathrm{i} \in[1, \mathrm{~N}], \operatorname{diam}\left(\mathrm{C}_{\mathrm{i}}\right) \leq \mathrm{D}_{2}, \forall \mathrm{j} \in[1, \mathrm{~N}]$, and

$$
\alpha(A) \leq D_{1}<\alpha(A)+\frac{\varepsilon}{2} \text { and } \alpha(C) \leq D_{2}<\alpha(C)+\frac{\varepsilon}{2} .
$$

By Lemma 2.2.1, we have

$$
\begin{aligned}
\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}+\mathrm{C}_{\mathrm{j}}\right) & \leq \operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right)+\operatorname{diam}\left(\mathrm{C}_{\mathrm{j}}\right), \forall \mathrm{i} \in[1, \mathrm{~N}], \mathrm{j} \in[1, \mathrm{M}] \\
& \leq D_{1}+D_{2} \\
& <\alpha(A)+\frac{\varepsilon}{2}+\alpha(C)+\frac{\varepsilon}{2}, \forall \varepsilon>0 \\
& =\alpha(A)+\alpha(C)+\varepsilon, \forall \varepsilon>0
\end{aligned}
$$

Hence $\alpha(A+C)<\alpha(A)+\alpha(C)+\varepsilon, \forall \varepsilon>0$, that is $\alpha(A+C) \leq \alpha(A)+\alpha(C)$. Let us show that $\chi(A+C) \leq \chi(A)+\chi(C)$. Let $\varepsilon>0$. Then there exist $r_{1}, r_{2}>0,\left\{a_{1}, a_{2} \cdots, a_{N}\right\} \subset X\left\{c_{1}, c_{2} \cdots, c_{j}\right\} \subset$ $X$ such that

$$
A \subset \bigcup_{i=1}^{N} B_{r_{1}}\left(a_{i}\right) \text { and } C \subset \bigcup_{j=1}^{M} B_{r_{2}}\left(c_{j}\right),
$$

such that

$$
\chi(A) \leq r_{1}<\chi(A)+\frac{\varepsilon}{2} \text { and } \chi(C) \leq r_{1}<\chi(C)+\frac{\varepsilon}{2} .
$$

Since $\left(B_{r_{1}}\left(a_{i}\right)\right)_{i=1}^{N}$ cover $A$ and $\left(B_{r_{2}}\left(c_{j}\right)\right)_{j=1}^{M}$ cover $C$, then

$$
A+C \subset \bigcup_{i=1}^{N} B_{r_{1}}\left(a_{i}\right)+\bigcup_{j=1}^{M} B_{r_{2}}\left(c_{j}\right) .
$$

Let us show that

$$
\bigcup_{i=1}^{N} B_{r_{1}}\left(a_{i}\right)+\bigcup_{j=1}^{M} B_{r_{2}}\left(c_{j}\right) \subseteq \bigcup_{k=1}^{N+M} B_{r_{1}+r_{2}}\left(a_{k}+c_{k}\right),
$$

where $a_{k}=0, \forall k>N$ and $c_{j}=0, \forall k \leq N$. Let $x_{\circ} \in \bigcup_{i=1}^{N} B_{r_{1}}\left(a_{i}\right)+\bigcup_{j=1}^{M} B_{r_{2}}\left(c_{j}\right)$. Then there exist

$$
i_{\circ} \in[1, N], j_{\circ} \in[1, M]: x_{0} \in B_{r_{1}}\left(a_{i_{\circ}}\right)+B_{r_{2}}\left(c_{j_{\circ}}\right) .
$$

Hence

$$
\exists t_{1} \in B_{r_{1}}\left(a_{i_{\circ}}\right) \text { and } \exists t_{2} \in B_{r_{2}}\left(c_{j_{0}}\right): x_{\circ}=t_{1}+t_{2},
$$

which implies

$$
\left\|t_{1}-a_{i_{0}}\right\|<r_{1} \text { and }\left\|t_{2}-c_{j_{0}}\right\|<r_{2} .
$$

Then

$$
\begin{aligned}
\left\|x_{\circ}-\left(a_{i_{\circ}}+c_{j_{\circ}}\right)\right\| & =\left\|t_{1}+t_{2}-a_{i_{\circ}}-c_{j_{\circ}}\right\|, \\
& \leq\left\|t_{1}-a_{i_{\circ}}\right\|+\left\|t_{2}-c_{j_{\circ}}\right\|, \\
& <r_{1}+r_{2} .
\end{aligned}
$$

So

$$
x_{\circ} \in B_{r_{1}+r_{2}}\left(a_{i_{\circ}}+c_{j_{\circ}}\right) \Rightarrow x_{\circ} \in \bigcup_{k=1}^{N+M} B_{r_{1}+r_{2}}\left(a_{k}+c_{k}\right) .
$$

Hence $A+C \subset \bigcup_{k=1}^{N+M} B_{r_{1}+r_{2}}\left(a_{k}+c_{k}\right)$ and then

$$
\chi(A+C) \leq r_{1}+r_{2}<\chi(A)+\frac{\varepsilon}{2}+\chi(C)+\frac{\varepsilon}{2}, \forall \varepsilon>0,
$$

which implies $\chi(A+C) \leq \chi(A)+\chi(C)$.
(b) From (a) we have $\gamma(A+\{x\}) \leq \gamma(A)+\gamma(\{x\})=\gamma(A)$. Note that $\gamma(\{x\}) \leq \operatorname{diam}(\{\mathrm{x}\})=$ $0 \Rightarrow \gamma(\{\mathrm{x}\})=0$. Then

$$
\begin{aligned}
A=A+\{x\}+\{-x\} \Rightarrow \gamma(A) & =\gamma(A+\{x\}+\{-x\}) \\
& \leq \gamma(A+\{x\})+\gamma(\{-x\}) \\
& \Rightarrow \gamma(A) \leq \gamma(A+\{x\}) .
\end{aligned}
$$

Hence $\gamma(A+\{x\})=\gamma(A)$.
(c) Let $\left(A_{i}\right)_{i=1}^{N}$ cover $A$. Then $\left(\lambda A_{i}\right)_{i=1}^{N}$ cover $\lambda A$. Indeed

$$
\lambda A \subset \lambda \bigcup_{i=1}^{N} A_{i}=\bigcup_{i=1}^{N} \lambda A_{i} .
$$

Let $\varepsilon>0$, then $\exists D>0, \exists\left(A_{i}\right)_{i=1}^{N}$, such that $A \subset \bigcup_{i=1}^{N} A_{i}$ with $\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}, \forall \mathrm{i} \in[1, \mathrm{~N}]$, such that $\alpha(A) \leq D<\alpha(A)+\varepsilon$. Then, for all $\varepsilon>0$

$$
\operatorname{diam}\left(\lambda \mathrm{A}_{\mathrm{i}}\right)=|\lambda| \operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq|\lambda| \mathrm{D}<|\lambda|(\alpha(\mathrm{A})+\varepsilon)=|\lambda| \alpha(\mathrm{A})+|\lambda| \varepsilon .
$$

Then, for all $\varepsilon>0$

$$
\alpha(\lambda A) \leq|\lambda| \alpha(A)+|\lambda| \varepsilon .
$$

Hence

$$
\begin{equation*}
\alpha(\lambda A) \leq|\lambda| \alpha(A) . \tag{2.6}
\end{equation*}
$$

Let $\varepsilon>0$, then there exists $D^{\prime}>0$, and $\left(\lambda A_{i}\right)_{i=1}^{M}$ such that $\lambda A \subset \bigcup_{i=1}^{M} \lambda A_{i}$ with $\operatorname{diam}\left(\lambda \mathrm{A}_{\mathrm{i}}\right) \leq$ $\mathrm{D}^{\prime}, \forall i \in[1, M]$ and

$$
\alpha(\lambda A) \leq D^{\prime}<\alpha(\lambda A)+\varepsilon .
$$

Then

$$
\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right)=\frac{\operatorname{diam}\left(\lambda \mathrm{A}_{\mathrm{i}}\right)}{|\lambda|} \leq \frac{\mathrm{D}^{\prime}}{|\lambda|}<\frac{\alpha(\lambda \mathrm{A})}{|\lambda|}+\frac{\varepsilon}{|\lambda|}, \forall \varepsilon>0
$$

So

$$
\alpha(A) \leq \frac{\alpha(\lambda A)}{|\lambda|}+\frac{\varepsilon}{|\lambda|} \Rightarrow \alpha(A) \leq \frac{\alpha(\lambda A)}{|\lambda|}, \forall \varepsilon>0 .
$$

Hence

$$
\begin{equation*}
|\lambda| \alpha(A) \leq \alpha(\lambda A) \tag{2.7}
\end{equation*}
$$

From (2.6) and (2.7), we deduce that

$$
\alpha(\lambda A)=|\lambda| \alpha(A), \forall \lambda \in \mathbb{R} .
$$

Let us show that $\chi(\lambda A)=|\lambda| \chi(A)$. Firstly, we will show that
(a) $\bigcup_{i=1}^{N} \lambda B_{r}\left(a_{i}\right)=\bigcup_{i=1}^{N} B_{|\lambda| r}\left(\lambda a_{i}\right)$, where $\left(a_{i}\right)_{i=1}^{N} \subset X$. Let $x \in \bigcup_{i=1}^{N} \lambda B_{r}\left(a_{i}\right)$. Then there exists $i_{\circ} \in[1, N]: x \in \lambda B_{r}\left(a_{i}\right)$. Hence there exists $y \in B_{r}\left(a_{i}\right): x=\lambda y$ and $\left\|y-a_{i_{0}}\right\|<r$. As a consequence

$$
\left\|x-\lambda a_{i_{0}}\right\|=\left\|\lambda y-\lambda a_{i_{0}}\right\|=|\lambda|\left\|y-a_{i_{0}}\right\|<|\lambda| r .
$$

Hence $x \in B_{|\lambda| r}\left(\lambda a_{i_{0}}\right) \Rightarrow x \in \bigcup_{i=1}^{N} B_{|\lambda| r}\left(\lambda a_{i}\right)$. Conversely, let $x \in \bigcup_{i=1}^{N} B_{|\lambda| r}\left(\lambda a_{i}\right)$. Then there exists $i_{\circ} \in[1, N]: x \in B_{|\lambda| r}\left(\lambda a_{i_{0}}\right)$. Hence

$$
\begin{aligned}
& \left\|x-\lambda a_{i_{0}}\right\|<r|\lambda| \Rightarrow|\lambda|\left\|\frac{x}{\lambda}-a_{i_{0}}\right\|<r|\lambda| \\
\Rightarrow & \left\|\frac{x}{\lambda}-a_{i_{0}}\right\|<r \\
\Rightarrow & \frac{x}{\lambda} \in B_{r}\left(a_{i_{0}}\right) \Rightarrow x \in \lambda B_{r}\left(a_{i_{0}}\right) .
\end{aligned}
$$

(b) $r \in H(A) \Rightarrow|\lambda| r \in H(\lambda A)$.

$$
\begin{aligned}
r \in H(A) & \Rightarrow \exists N \in \mathbb{N}, \exists\left\{a_{1}, a_{2}, \cdots, a_{N}\right\} \subset X: A \subset \bigcup_{i=1}^{N} B_{r}\left(a_{i}\right) \\
& \Rightarrow \lambda A \subset \bigcup_{i=1}^{N} \lambda B_{r}\left(a_{i}\right) \subset \bigcup_{i=1}^{N} B_{|\lambda| r}\left(\lambda a_{i}\right),(b y(a)) \\
& \Rightarrow r|\lambda| \in H(\lambda A) .
\end{aligned}
$$

(c) If $r \in H(\lambda A)$, then

$$
\begin{aligned}
& \exists N \in \mathbb{N}, \exists\left\{\lambda a_{1}, \lambda a_{2}, \cdots, \lambda a_{N}\right\} \subset X: \lambda A \subset \bigcup_{i=1}^{N} B_{r}\left(\lambda a_{i}\right) \\
\Rightarrow & A \subset \bigcup_{i=1}^{N} \frac{1}{\lambda} B_{r}\left(\lambda a_{i}\right) \subset \bigcup_{i=1}^{N} B_{\frac{r}{||| |}}\left(a_{i}\right),(b y(a)) \\
\Rightarrow & \frac{r}{|\lambda|} \in H(A) .
\end{aligned}
$$

Secondly, let $\varepsilon>0$. Then there exist $r_{1},>0$ and $\left\{a_{1}, a_{2}, \cdots, a_{N}\right\} \subset X$ such that $A \subset$ $\bigcup_{i=1}^{N} B_{r_{1}}\left(a_{i}\right)$ and

$$
\chi(A) \leq r_{1}<\chi(A)+\varepsilon .
$$

By using (b), we get

$$
\begin{aligned}
r_{1} \in H(A) & \Rightarrow|\lambda| r_{1} \in H(\lambda A) \\
& \Rightarrow \chi(\lambda A) \leq|\lambda| r_{1}<|\lambda| \chi(A)+|\lambda| \varepsilon, \forall \varepsilon>0 . \\
& \Rightarrow \chi(\lambda A) \leq|\lambda| \chi(A) .
\end{aligned}
$$

Conversely, let $\varepsilon>0$. Then there exist $r_{2}>0,\left\{\lambda a_{1}, \lambda a_{2}, \cdots, \lambda a_{N}\right\} \subset X$ such that $\lambda A \subset$ $\bigcup_{i=1}^{N} B_{r_{1}}\left(\lambda a_{i}\right)$ and

$$
\chi(\lambda A) \leq r_{2}<\chi(\lambda A)+\varepsilon
$$

By using (c), we get

$$
\begin{aligned}
r_{2} \in H(\lambda A) & \Rightarrow \frac{r_{2}}{|\lambda|} \in H(A) \\
& \Rightarrow \chi(A) \leq \frac{r_{2}}{|\lambda|}<\frac{\chi(\lambda A)+\varepsilon}{|\lambda|}<\frac{\chi(\lambda A)}{|\lambda|}+\frac{\varepsilon}{|\lambda|}, \forall \varepsilon>0 . \\
& \Rightarrow|\lambda| \chi(A)<\chi(\lambda A) .
\end{aligned}
$$

Hence $\chi(\lambda A)=|\lambda| \chi(A)$.
Definition 2.2.3. $A$ set $A$ is convex if $\lambda x+(1-\lambda) y \in A, \forall x, y \in A$ and $\lambda \in[0,1]$.
Definition 2.2.4. The convex hull of $A$, denoted conv(A), is the smallest convex set that contains A) (i.e. conv $A$ is the intersection of all convex sets containing $A$.

Proposition 2.2.5. [1, 2, 3] (Invariance under the convex hull). Let A be a subset of a normed space and $\gamma=\alpha$ or $\chi$. Then

$$
\gamma(A)=\gamma(\operatorname{con} v A)
$$

Proof. $A \subset \operatorname{conv} A \Rightarrow \gamma(A) \leq \gamma(\operatorname{conv} A)$. The converse is based on the following fact

1. $\operatorname{conv} A=\left\{\sum_{i=1}^{n} \lambda_{i} a_{i}, a_{i} \in A, \lambda_{i}>0, \sum_{i=1}^{n} \lambda_{i}=1\right\}$.
2. $\operatorname{diam}(\mathrm{A})=\operatorname{diam}(\operatorname{conv} \mathrm{A})$.

Lemma 2.2.6. Let $(X,\|\cdot\|)$ be a normed space and $x_{\circ} \in X$. Then

$$
B\left(x_{\circ}, R\right)=\left\{x_{\circ}\right\}+R B(0,1) .
$$

Proof. $y \in B\left(x_{\circ}, R\right) \Leftrightarrow\left\|y-x_{\circ}\right\|<R$. Let $u=\frac{y-x_{0}}{R}$. Then $u \in B(0,1)$ and $y=x_{\circ}+R u \in$ $\left\{x_{\circ}\right\}+R B(0,1)$.

Lemma 2.2.7. (Riesz Theorem) [7] A normed linear space is finite-dimensional if and only if the closed unit ball is compact.

Proposition 2.2.8. Let $B=B(0,1)$ be the unit ball in a normed space $(X,\|\cdot\|)$. Then

$$
\chi(B)= \begin{cases}0, & \text { if } \operatorname{dim}(X)<\infty \\ 1, & \text { if } \operatorname{dim}(X)=\infty\end{cases}
$$

Proof. By Riesz Lemma, we have

$$
\begin{aligned}
\operatorname{dim}(X)<\infty & \Leftrightarrow B(0,1) \text { relatively compact, } \\
& \Leftrightarrow \chi(B)=0 \text { (for } X \text { is complete). }
\end{aligned}
$$

Assume that $\operatorname{diam}(X)=\infty$. Then

$$
B(0,1) \subset B(0,1) \Rightarrow 1 \in H(B) \Rightarrow \chi(B) \leq 1 .
$$

We need to prove that $\chi(B)=1$. By contradiction, assume that $\chi(B)<1$ and let $0<\varepsilon<$ $1-\chi(B)$. Then there exits $r>0, N \in \mathbb{N},\left\{x_{1}, x_{2}, \cdots, x_{N}\right\} \subset X$ such that $B \subset \bigcup_{i=1}^{N} B_{r}\left(x_{i}\right)$ and

$$
\chi(B) \leq r<\chi(B)+\varepsilon<1 .
$$

Since $B \subset \bigcup_{i=1}^{N} B_{r}\left(x_{i}\right)$, then

$$
\begin{aligned}
\chi(B) & \leq \max _{1 \leq i \leq N} \chi\left(B_{r}\left(x_{i}\right)\right) \\
& =\max _{1 \leq i \leq N} \chi\left(\left\{x_{0}\right\}+r B(0,1)\right)(\text { by Lemma 2.2.6 }) \\
& =\chi(r B(0,1))=r \chi(B(0,1)) .
\end{aligned}
$$

By Riesz Theorem, $\chi(B) \neq 0$, which is a contradiction with $1>r$, and so $\chi(B)=1$.

Corollary 2.2.9. Let $(X,\|\cdot\|)$ be a normed space and $B=B\left(x_{\circ}, r\right) \subset X$. Then

$$
\chi(B)= \begin{cases}0, & \text { if } \operatorname{dim}(X)<\infty \\ r, & \text { if } \operatorname{dim}(X)=\infty\end{cases}
$$

Proof. By Lemma 2.2.6, we know that $B\left(x_{\circ}, r\right)=\left\{x_{0}\right\}+r B(0,1)$. Then

$$
\begin{aligned}
\chi\left(B\left(x_{\circ}, r\right)\right) & =\chi\left(\left\{x_{\circ}\right\}+r B(0,1)\right), \\
& =\chi(r B(0,1)), \\
& =r \chi(B(0,1)), \\
& = \begin{cases}0, & \text { if } \operatorname{dim}(X)<\infty, \\
r, & \text { if } \operatorname{dim}(X)=\infty .\end{cases}
\end{aligned}
$$

Lemma 2.2.10. Let $(X,\|\cdot\|)$ be a normed space and $S$ be the sphere of the unit ball $B(0,1)$. Then

$$
\operatorname{conv}(S)=\bar{B}(0,1)
$$

Proof. Clearly $S \subset B_{1}[0]=B(0,1)$. So $B_{1}[0]$ convex implies that, by definition, conv $(S) \subseteq$ $B_{1}[0]=\bar{B}(0,1)$. Indeed, let $x, y \in B_{1}[0]$ and $\lambda \in[0,1]$. Then

$$
\begin{aligned}
\|\lambda y+(1-\lambda) x\| & \leq\|\lambda y\|+\|(1-\lambda) x\| \\
& =|\lambda|\|y\|+|1-\lambda|\|x\| \\
& \leq \lambda+1-\lambda=1 .
\end{aligned}
$$

So $\lambda y+(1-\lambda) x \in B_{1}[0] \Rightarrow B_{1}[0]$ is convex.
Let us show $B_{1}[0] \subset \operatorname{conv}(S)$. Let $x \in B_{1}[0]$ and $\lambda=\frac{1+\|x\|}{2}$. Then $\lambda \in(0,1]$ and $x=$ $\lambda \frac{-x}{\|x\|}+(1-\lambda) \frac{x}{\|x\|}$, where $\frac{ \pm x}{\|x\|} \in S$. Hence $x \in \operatorname{conv}(S) \Rightarrow B_{1}[0]=\bar{B}(0,1) \subseteq \operatorname{conv}(S)$. We conclude that $\operatorname{conv}(S)=\bar{B}(0,1)$.

Remark 2.2.11. By Lemma 2.2.10 and Proposition 2.2.5, we conclude that $\gamma(S)=\gamma(\operatorname{conv}(S))=$ $\gamma(\bar{B}(0,1))=\gamma(B(0,1))$.

Lemma 2.2.12. (Ljusternik-Schrinelman-Borsuk Theorem)[9] Let $S$ be the sphere in a normed space $X$ with $\operatorname{dim}(X)=n$. Then, for every covering $\left(A_{i}\right)_{i=1}^{n}$ by closed sets, there exists at least one set $A_{i_{0}}$ that contains two antipodal points of the sphere $S$.

Proposition 2.2.13. Let $(X,\|\cdot\|)$ be a normed space and $B=B(0,1)$ be the unit ball in X. Then

$$
\alpha(B)= \begin{cases}0, & \text { if } \operatorname{dim}(X)<\infty \\ 2, & \text { if } \operatorname{dim}(X)=\infty\end{cases}
$$

Proof. By Riesz Lemma, we have

$$
\begin{aligned}
\operatorname{dim}(X) \leq \infty & \Rightarrow B(0,1) \text { is relatively compact, } \\
& \Rightarrow \alpha(B)=0
\end{aligned}
$$

Assume that $\operatorname{dim}(X)=\infty$. Then by Proposition 2.2.8

$$
\chi(B) \leq \alpha(B) \leq 2 \chi(B) \Rightarrow \alpha(B) \leq 2 .
$$

Suppose by contradiction, that $\alpha(S)=\alpha(B)<2$. (by Remark 2.2.11) Then $\forall \varepsilon \in(0,2-$ $\alpha(S)$ ), $\exists D>0, \exists\left(A_{i}\right)_{i=1}^{N}$ (chosen closed): $S \subset \bigcup_{i=1}^{N} A_{i}$ with $\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right)<\alpha(\mathrm{S})+\varepsilon<2, \forall \mathrm{i} \epsilon$ $[1, \mathrm{~N}]$. Let $L=\left\{x_{1}, x_{2}, \cdots, x_{N}\right\}$ be a linearly independent subset of $X$ and $E=[L]$. Then $\operatorname{diam}(\mathrm{E})=\mathrm{N}$. Let $S_{N}=\{x \in E:\|x\|=1\}$. Then $S \cap S_{N}=S_{N} \subset \bigcup_{i=1}^{N}\left(S_{N} \cap A_{i}\right)$ with diam( $\mathrm{S}_{\mathrm{N}} \cap$ $\left.\mathrm{A}_{\mathrm{i}}\right) \leq \operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right)<2, \forall \mathrm{i} \in[1, \mathrm{~N}]$. This is a contradiction with Lemma 2.2.12. So $\alpha(B)=$ 2.

# Related Mappings and Fixed Point 

## Theorems

### 3.1 Related Mappings

Definition 3.1.1. Let $(X, d),\left(X^{\prime}, d^{\prime}\right)$ be two metric spaces and $f:(X, d) \rightarrow\left(X^{\prime}, d^{\prime}\right)$ a mapping.
(a) We say that $f$ is Lipschitz if

$$
\exists k \geq 0: d^{\prime}(f(x), f(y)) \leq k d(x, y), \forall x, y \in X
$$

(b) We say that $f$ is contraction iff is Lipschitzian with $0 \leq k<1$.

Hereafter $\mathscr{P}_{B}(X)$ will denote the family of all bounded subsets of $X$.

## Remark 3.1.2.

(a) Every Lipschitzian function is uniformly continuous. Recall that $f$ is uniformly continuous, if

$$
\forall \varepsilon>0, \exists \delta_{\varepsilon}>0, \forall x, y \in X: d(x, y)<\delta \Rightarrow d^{\prime}(f(x), f(y))<\varepsilon
$$

By taking $\delta=\frac{\varepsilon}{k}$, where $k$ is the constant of Lipschitzian, we find that $f$ is uniformly continuous.
(b) $f k-$ Lipschitz $\Leftrightarrow \forall A \in \mathscr{P}_{B}(X), \operatorname{diam}(\mathrm{f}(\mathrm{A})) \leq \mathrm{kdiam}(\mathrm{A})$. Indeed

$$
\begin{aligned}
f k-\text { Lipschitz } & \Rightarrow \exists k \geq 0: d^{\prime}(f(x), f(y)) \leq k d(x, y), \forall x, y \in A . \\
& \Rightarrow d^{\prime}(f(x), f(y)) \leq k \sup _{x, y \in A} d(x, y)=k \operatorname{diam}(\mathrm{~A}) . \\
& \Rightarrow \operatorname{diam}(\mathrm{f}(\mathrm{~A})) \leq \operatorname{kdiam}(\mathrm{A}) .
\end{aligned}
$$

Conversely, let $A=\{x, y\} \in \mathscr{P}_{B}(X)$. Then

$$
\begin{aligned}
\operatorname{diam}(\mathrm{f}(\mathrm{~A})) \leq \operatorname{kdiam}(\mathrm{A}) & \Rightarrow d^{\prime}(f(x), f(y)) \leq k d(x, y) \\
& \Rightarrow \text { fisk-Lipschitz. }
\end{aligned}
$$

Definition 3.1.3. Let $A, B \subset X$ be bounded subsets. The Hausdorff distance between $A$ and $B$ is defined by

$$
H_{d}(A, B)=\max \left\{\sup _{a \in A} d(a, B), \sup _{b \in B} d(b, A)\right\},
$$

where $d(a, B)=\inf _{b \in B} d(a, b)$ and $d(b, A)=\inf _{a \in A} d(b, a)$.
Proposition 3.1.4. $H_{d}(A, B)=\inf \left\{r>0: A \subset \mathscr{N}_{r}(B)\right.$ and $\left.B \subset \mathscr{N}_{r}(A)\right\}$.
Proof. Let $D=H_{d}(A, B)$ and $F=\left\{r>0: A \subset \mathscr{N}_{r}(B)\right.$ and $\left.A \subset \mathscr{N}_{r}(A)\right\}$. By definition of the Hausdorff distance, for all $a \in A$, we have

$$
d(a, B) \leq \sup _{a \in A} d(a, B) \leq D<D+\varepsilon, \forall \varepsilon>0 .
$$

Then

$$
a \in \mathscr{N}_{D+\varepsilon}(B), \forall a \in A \Rightarrow A \subset \mathscr{N}_{D+\varepsilon}(B) .
$$

Likewise $B \subset \mathscr{N}_{D+\varepsilon}(A)$. Hence $D+\varepsilon \in F, \forall \varepsilon>0$. Then, $\inf (F) \leq D+\varepsilon, \forall \varepsilon>0$ and so

$$
\begin{equation*}
\inf (F) \leq D \tag{3.1}
\end{equation*}
$$

Let $r \in F$. Then

$$
\begin{align*}
\forall a \in A & \Rightarrow a \in \mathscr{N}_{r}(B), \\
& \Rightarrow d(a, B)<r, \forall a \in A . \\
& \Rightarrow \sup _{a \in A} d(a, B)<r, \forall r \in F . \\
& \Rightarrow \sup _{a \in A} d(a, B) \leq \inf (F) . \tag{3.2}
\end{align*}
$$

Likewise

$$
\begin{equation*}
\sup _{b \in B} d(b, A) \leq \inf (F) . \tag{3.3}
\end{equation*}
$$

From (3.2) and (3.3) we get

$$
\begin{equation*}
D=\max \left\{\sup _{a \in A} d(a, B), \sup _{b \in B} d(b, A)\right\} \leq \inf (F) . \tag{3.4}
\end{equation*}
$$

Then by (3.1) and (3.4) we conclude that $D=\inf (F)$.

Proposition 3.1.5. $H_{d}$ is a distance over $\mathscr{P}_{c l}(X)$ the family of all closed subsets of $X$.
Proof. 1. (i) $H_{d}(A, B) \geq 0, \forall A, B \in \mathscr{P}_{c l}(X)$.
(ii) $A=B \Rightarrow H_{d}(A, B)=0$

$$
\begin{aligned}
H_{d}(A, B)=0 & \Rightarrow d(a, B)=0, \forall a \in A \text { and } d(b, A)=0, \forall b \in B . \\
& \Rightarrow a \in \bar{B} \forall a \in A \text { and } b \in \bar{A}, \forall b \in B . \\
& \Rightarrow A \subset \bar{B} \text { and } B \subset \bar{A} \\
& \Rightarrow \bar{A}=\bar{B} \\
& \Rightarrow A=B, \text { if } A \text { and } B \text { are closed. }
\end{aligned}
$$

2. $H_{d}(A, B)=H_{d}(B, A)$.
3. Let $a \in A, b \in B$, and $c \in C$. Then

$$
\begin{aligned}
& d(a, B) \leq d(a, b) \leq d(a, c)+d(c, b), \forall b \in B . \\
\Rightarrow \quad & d(a, B) \leq d(a, c)+d(c, B), \forall c \in C, \\
& (\text { by passing to the infimum over } b \in B) . \\
\Rightarrow \quad & d(a, B) \leq d(a, c)+\sup _{c \in C} d(c, B), \forall c \in C . \\
\Rightarrow \quad & d(a, B) \leq d(a, C)+\sup _{c \in C} d(c, B), \forall a \in A . \\
\Rightarrow \quad & d(a, B) \leq \sup _{a \in A} d(a, C)+\sup _{c \in C} d(c, B) . \\
\Rightarrow \quad & \sup _{a \in A} d(a, B) \leq \sup _{a \in A} d(a, C)+\sup _{c \in C} d(c, B) . \\
\leq \quad & H_{d}(A, C)+H_{d}(C, B) .
\end{aligned}
$$

Inverting the roles of $A$ and $B$, we get

$$
\sup _{b \in B} d(b, A) \leq H_{d}(B, C)+H_{d}(C, A) .
$$

Finally

$$
H_{d}(A, B) \leq H_{d}(A, C)+H_{d}(C, B), \forall A, B, C \in \mathscr{P}_{c l}(X)
$$

Hence $H_{d}$ is a distance over $\mathscr{P}_{c l}(X)$.

Proposition 3.1.6. Let $A, B \subset X$ be such that $A$ and $B$ are bounded. Then
(a) $|\alpha(A)-\alpha(B)| \leq 2 H_{d}(A, B)$.
(b) $|\chi(A)-\chi(B)| \leq H_{d}(A, B)$.

Proof.
(a) By Proposition 3.1.4, we have
$H_{d}(A, B)=\inf \left\{r>0: A \subset \mathscr{N}_{r}(B)\right.$ and $\left.B \subset \mathscr{N}_{r}(A)\right\}$.
Let $r \in F:=\left\{r>0: A \subset \mathscr{N}_{r}(B)\right.$ and $\left.B \subset \mathscr{N}_{r}(A)\right\}$. Then $A \subset \mathscr{N}_{r}(B)$ and $B \subset \mathscr{N}_{r}(A)$, which implies that

$$
\alpha(A) \leq \alpha\left(\mathscr{N}_{r}(B)\right) \text { and } \alpha(B) \leq \alpha\left(\mathscr{N}_{r}(A)\right)
$$

Using Proposition 2.1.18, we get

$$
\alpha(A) \leq \alpha(B)+2 r \text { and } \alpha(B) \leq \alpha(A)+2 r .
$$

Then

$$
|\alpha(A)-\alpha(B)| \leq 2 r, \forall r \in F .
$$

Hence

$$
|\alpha(A)-\alpha(B)| \leq 2 \inf (F)=2 H_{d}(A, B) .
$$

(b) From the proof of (a), we get $\chi(A) \leq \chi\left(\mathscr{N}_{r}(B)\right)$ and $\chi(B) \leq \chi\left(\mathscr{N}_{r}(A)\right)$. Hence

$$
\Rightarrow \chi(A) \leq \chi(B)+r \text { and } \chi(B) \leq \chi(A)+r,
$$

that is

$$
|\chi(A)-\chi(B)| \leq r, \forall r \in F \Rightarrow|\chi(A)-\chi(B)| \leq \inf (F)=H_{d}(A, B) .
$$

## Remark 3.1.7.

(a) $\alpha, \chi: \mathscr{P}_{c l}(X) \rightarrow \mathbb{R}^{+}$are Lipschitz functions with constants 2 and 1 respectively.
(b) $\operatorname{If}(X, d)=(X,\|\cdot\|)$ and $\gamma=\alpha$ or $\chi$, then

$$
|\gamma(A)-\gamma(B)| \leq \gamma(B(0,1)) \cdot H_{d}(A, B) .
$$

Definition 3.1.8. A function $f:(X, d) \rightarrow\left(X^{\prime}, d^{\prime}\right)$ is said to be compact if $\overline{f(A)}$ is compact, $\forall A \in \mathscr{P}_{B}(X)$. If $f$ compact and continuous, then it is called completely continuous.

Lemma 3.1.9. Let $f:\left(E,\|\cdot\|_{E}\right) \rightarrow\left(F,\|\cdot\|_{F}\right)$ be a linear mapping. Then
$f$ continuous $\Leftrightarrow f$ bounded $\Leftrightarrow f$ bounded over the unit ball.
Proposition 3.1.10. Let $f:\left(E,\|\cdot\|_{E}\right) \rightarrow\left(F,\|\cdot\|_{F}\right)$ be a linear mapping. Then
(a) $f$ compact $\Rightarrow f$ continuous.
(b) $f$ continuous with $\operatorname{dim}(E)<\infty \Rightarrow f$ compact

Proof.
(a) Let $B$ be the unit ball. Then

$$
\begin{aligned}
f \text { compact } & \Rightarrow \overline{f(B)} \text { compact } \\
& \Rightarrow \overline{f(B)} \text { bounded, } \\
& \Rightarrow f(B) \text { bounded. }
\end{aligned}
$$

By Lemma 3.1.9, we conclude that $f$ is continuous.
(b) Let $A \in \mathscr{P}_{B}(X)$. Then

$$
\begin{aligned}
f \text { continuous } & \Rightarrow f(A) \text { bounded (by Lemma 3.1.9) } \\
& \Rightarrow \overline{f(A)} \text { closed and bounded } \\
& \Rightarrow \overline{f(A)} \text { compact }(\operatorname{dim}(E) \leq \infty) . \\
& \Rightarrow f(A) \text { compact. }
\end{aligned}
$$

Definition 3.1.11. Let $f:(X, d) \rightarrow\left(X^{\prime}, d^{\prime}\right)$ be a bounded mapping and $\gamma(\alpha$ or $\chi)$ be a measure of noncompactness. Then
(a) fis called a $k$-set contraction, if there exists $k \geq 0$, such that

$$
\gamma(f(A)) \leq k \gamma(A), \forall A \in \mathscr{P}_{B}(X) .
$$

(b) fis called a 1 -set contraction, if $k=1$.
(c) f is called a strict $k$-set contraction if $0 \leq k<1$.
(d) $f$ is called a condensing, if $\forall A \in \mathscr{P}_{B}(X)$ with $\gamma(A)>0$, we have $\gamma(f(A))<\gamma(A)$.

## Remark 3.1.12.

(a) If $f$ is a strict $k$-set contraction, then $f$ is condensing, then $f$ is a 1 -set contraction where $f$ is continuous and $X$ is complete. Indeed let $A \in \mathscr{P}_{B}(X)$ with $\gamma(A)>0$. Then, since $f$ is a strict $k$-set contraction, there exists $0 \leq k<1$ such that $\gamma(f(A)) \leq k \gamma(A)<$ $\gamma(A)$, that is $f$ is condensing.
(b) Suppose that $f$ is condensing, continuous, and $X$ is complete. Then

- if $\gamma(A)>0$, then $\gamma(f(A)) \leq \gamma(A) \Rightarrow f$ 1-set contraction,
- if $\gamma(A)=0$, then $\bar{A}$ is compact for $X$ is complete. Hence $f(\bar{A})$ is compact for $f$ is continuous. As a consequence $\gamma(f(A))=0 \leq \gamma(A)$ for $\overline{f(A)} \subset f(\bar{A})$ and $\gamma(f(\bar{A}))=$ $0)$.
(c) $f$ compact $\Leftrightarrow f 0$-set contraction, whenever $\left(X^{\prime}, d^{\prime}\right)$ is complete. Indeed

$$
\begin{aligned}
f \text { compact } & \Rightarrow \overline{f(A)} \text { compact, } \forall A \in \mathscr{P}_{B}(X), \\
& \Rightarrow \gamma(f(A))=\gamma(\overline{f(A)})=0, \\
& \Rightarrow f 0-\text { set contraction. }
\end{aligned}
$$

Conversely

$$
\begin{aligned}
f 0-\text { set contraction } & \Rightarrow \gamma(\overline{f(A)})=\gamma(f(A))=0, \forall A \in \mathscr{P}_{B}(X), \\
& \Rightarrow \overline{f(A)}) \text { compact, (since } X^{\prime} \text { is complete), } \\
& \Rightarrow f \text { compact. }
\end{aligned}
$$

(c) Let $f:\left(E,\|\cdot\|_{E}\right) \rightarrow\left(F,\|\cdot\|_{F}\right)$ be a $k$-set contraction, and $g:\left(E,\|\cdot\|_{E}\right) \rightarrow\left(F,\|\cdot\|_{F}\right)$ be a compact function. Then $f+g$ is a $k$-set contraction. Indeed let $A \in \mathscr{P}_{B}(E)$. We have

$$
\begin{aligned}
\gamma((f+g)(A)) & =\gamma(f(A)+g(A)), \\
& \leq \gamma(f(A))+\gamma(g(A)) \\
& =\gamma(f(A))+0, \\
& \leq k \gamma(A) .
\end{aligned}
$$

Hence $f+g$ is a $k$-set contraction.

Proposition 3.1.13. $f k$-Lipschitz $\Rightarrow f k$-set contraction (with respect to the kuratowski $M N C)$.

Proof. Let $A \in \mathscr{P}_{B}(X)$. Then

$$
\forall \varepsilon>0, \exists D_{\varepsilon}>0, \exists N \in \mathbb{N}, \exists\left\{A_{1}, A_{2}, \cdots, A_{N}\right\} \subset X: A \subset \bigcup_{i=1}^{N} A_{i},
$$

with $\operatorname{diam}\left(\mathrm{A}_{\mathrm{i}}\right) \leq \mathrm{D}_{\varepsilon}, \forall \mathrm{i} \in[1, \mathrm{~N}]$ such that $\alpha(A) \leq D_{\varepsilon}<\alpha(A)+\varepsilon$. We have

$$
f(A) \subset f\left(\bigcup_{i=1}^{N} A_{i}\right) \subset \bigcup_{i=1}^{N} f\left(A_{i}\right) .
$$

Then

$$
\alpha(f(A)) \leq \alpha\left(\bigcup_{i=1}^{N} f\left(A_{i}\right)\right) \leq \max _{1 \leq i \leq N} \alpha\left(f\left(A_{i}\right)\right) \leq \max _{1 \leq i \leq N} \operatorname{diam}\left(\mathrm{f}\left(\mathrm{~A}_{\mathrm{i}}\right)\right) .
$$

By Remark 3.1.2, (b) we have

$$
\begin{aligned}
\alpha(f(A)) \leq \max _{1 \leq i \leq N} \operatorname{diam}\left(\mathrm{f}\left(\mathrm{~A}_{\mathrm{i}}\right)\right) & \leq \max _{1 \leq i \leq N} k \operatorname{diam}\left(\mathrm{~A}_{\mathrm{i}}\right), \text { (for } f \text { is Lipschitz). } \\
& \leq k D_{\varepsilon}<k(\alpha(A)+\varepsilon), \forall \varepsilon>0
\end{aligned}
$$

Hence $\alpha(f(A)) \leq k \alpha(A)$.
Remark 3.1.14. In case of the Hausdorff $M N C$, we can find

$$
f k-\text { Lipschitz } \Rightarrow f 2 k-\text { set contraction. }
$$

## Proposition 3.1.15.

$$
\begin{aligned}
\text { Let } f:\left(X_{1}, d_{1}\right) & \rightarrow\left(X_{2}, d_{2}\right) \text { be a } k_{1} \text {-set contraction and } \\
g:\left(X_{2}, d_{2}\right) & \rightarrow\left(X_{3}, d_{3}\right) \text { be a } k_{2} \text {-set contraction. Then } \\
g \circ f:\left(X_{1}, d_{1}\right) & \rightarrow\left(X_{3}, d_{3}\right) \text { is a } k_{1} \cdot k_{2} \text {-set contraction. }
\end{aligned}
$$

Proof. Let $A \in \mathscr{P}_{B}\left(X_{1}\right)$. Then

$$
\begin{aligned}
\gamma(g(f(A))) & \leq k_{2} \gamma(f(A)) \text { (for } g \text { is } k_{2} \text {-set contraction). } \\
& \leq k_{2} \cdot k_{1} \gamma(A) \text { (for } f \text { is } k_{1} \text {-set contraction). }
\end{aligned}
$$

## Proposition 3.1.16.

$$
\begin{aligned}
\text { Let } f:\left(X_{1},\|\cdot\|_{X_{1}}\right) & \rightarrow\left(X_{2},\|\cdot\|_{X_{2}}\right) \text { be a } k_{1} \text {-set contraction and } \\
g:\left(X_{1},\|\cdot\|_{X_{1}}\right) & \rightarrow\left(X_{2},\|\cdot\|_{X_{2}}\right) \text { be a } k_{2} \text {-set contraction. Then } \\
f+g:\left(X_{1},\|\cdot\|_{X_{1}}\right) & \rightarrow\left(X_{2},\|\cdot\|_{X_{2}}\right) \text { is } a\left(k_{1}+k_{2}\right) \text {-set contraction. }
\end{aligned}
$$

Proof. Let $A \in \mathscr{P}_{B}\left(X_{1}\right)$. Then

$$
\begin{aligned}
\gamma(f(A)+g(A)) & \leq \gamma(f(A))+\gamma(g(A)) \\
& \leq k_{1} \gamma(A)+k_{2} \gamma(A) \\
& =\left(k_{1}+k_{2}\right) \gamma(A) .
\end{aligned}
$$

### 3.2 Fixed Point Theorems

Definition 3.2.1. A fixed point of a function is an element of the function domain that is mapped to itself by the function, i.e., $x \in D$ and $x=f(x)$.

Theorem 3.2.2. (Brouwer's Fixed Point Theorem) $[6,9]$ Let $C \subset \mathbb{R}^{n}$ be a nonempty compact convex subset and $f: C \rightarrow C$ a continuous function. Then $f$ has a fixed point.

Example 3.2.3. Let $f:[a, b] \rightarrow[a, b]$ be a continuous function where $[a, b] \subset \mathbb{R}$. Then $f$ has a fixed point. Indeed, $[a, b]$ is compact convex subset of $\mathbb{R}$ and $f$ is continuous, Then by Brouwer's Fixed point Theorem, we conclude that f has a fixed point. Recall that the Intermediat Value Theorem states that if $f:[a, b] \rightarrow \mathbb{R}$ continuous and $f(a) f(b)<0$, then there exists $c \in(a, b): f(c)=0$. Let $g(x)=f(x)-x:[a, b] \rightarrow \mathbb{R}$. Then $g$ is continuous and, if $g(a)=0$ or $g(b)=0$, then we are done. Otherwise $g(a)=f(a)-a>0$ and $g(b)=$ $f(b)-b<0$. By the Intermediate Value Theorem, there exists $c \in(a, b): g(c)=0 \Leftrightarrow f(c)=$ c. Hence $f$ has a fixed point.

Remark 3.2.4. Brouwer's Fixed Point Theorem is valid in any finite dimensional normed space.

Theorem 3.2.5. (Schauder's Fixed Point Theorem)[6, 9] Let $X$ be a Banach space, $C \subset X$ a nonempty bounded closed convex subset, $f: C \rightarrow C$ be continuous and $f(C)$ is compact. Then $f$ has a fixed point in $C$.

Corollary 3.2.6. (Schauder's Theorem Second Version) Let $X$ be a Banach space and $C \subset X$ a nonempty compact convex subset. Then every continuous $f: C \rightarrow C$ has at least one fixed point.

Proof. Since $C$ is compact, then $C$ is closed and bounded. In addition $f$ continuous implies that $f(C)$ compact. By Schauder's Theorem, $f$ has a fixed point.

Remark 3.2.7. Let $X$ be a Banach space. If $C \neq \phi$ is a bounded closed convex subset of $X$ and $f: C \rightarrow C$ is continuous, then $f$ has not necessary a fixed point as shows the following counter-example. Let $X=\left\{x=\left(x_{n}\right)_{n}\right.$ real sequence $\left.: \lim _{n \rightarrow \infty} x_{n}=0\right\}$ with the norm $\|x\|=\sup _{n \geq 1}\left|x_{n}\right|$, and $C=\bar{B}(0,1)$ (C is bounded, closed and convex). $X$ being complete, define the mapping $f: C \rightarrow C$ by $f(x)=\left(\frac{1+\|x\|}{2}, x_{1}, \cdots, x_{n}, \cdots\right)$.

Claim 1: $f(C) \subset C$. We have

$$
\|f(x)\|=\max \left\{\frac{1+\|x\|}{2},\|x\|\right\}=\frac{1+\|x\|}{2} \leq 1, \forall x \in C .
$$

Hence $f(x) \in C, \forall x \in C$.
Claim2: $f$ is continuous. Let $x, y \in C$ and $\|f(x)-f(y)\|=\max \left\{\frac{\| \| x\|-\| y \| \mid}{2},\|x-y\|\right\}$. We have $\|x-y\| \geq|\|x\|-\|y\|| \geq\left|\frac{\|x\|-\|y\|}{2}\right|$. So $\|f(x)-f(y)\|=\|x-y\|$. By taking $\delta=\varepsilon$, we can see that $f$ is uniformly continuous.

Claim 3: $f$ is fixed point free. Assume by contradiction that $f(x)=x$. Then,

$$
\begin{aligned}
x_{1} & =\frac{1+\|x\|}{2} \\
x_{2} & =x_{1} \\
& \vdots \\
x_{n} & =x_{n-1} \\
& \vdots
\end{aligned}
$$

Hence $x_{1}=x_{2}=\cdots=x_{n}=\frac{1+\|x\|}{2}$. Since $\lim _{n \rightarrow \infty} x_{n}=\frac{1+\|x\|}{2} \neq 0$, then $x \notin X$.
Theorem 3.2.8. (Banach's Fixed Point Theorem) $[9]$ Let $(X, d)$ be a complete metric space and $f: X \rightarrow X$ (or $f: C \rightarrow C$ with $\phi \neq C \subset X$ closed) a contractive mapping. Then $f$ has a unique fixed point.

Proof. To show the uniqueness, suppose that $f$ has two fixed points $x$ and $y$ such that $x \neq y$. Then

$$
\begin{aligned}
d(x, y)=d(f(x), f(y)) & \leq k d(x, y), \text { with } 0<k<1, \\
& <d(x, y), \text { for } d(x, y) \neq 0
\end{aligned}
$$

which is a contradiction.
Theorem 3.2.9. (Darbo's Fixed Point Theorem) Let $X$ be a Banach space and $C \subset X$ be nonempty closed bounded convex and $f: C \rightarrow C$ be a continuous and strict $k$-set contraction. Then $f$ has at least one fixed point.

Remark 3.2.10. This theorem encompasses Schauder and Banach fixed point theorems. Also we can consider the sum of a compact and contractive mapping.

Proof. Define recurrently a sequence of sets by

$$
\left\{\begin{array}{l}
C_{\circ}=C \\
C_{n+1}=\overline{\operatorname{conv}}\left(f\left(C_{n}\right)\right) .
\end{array}\right.
$$

We have

- $C_{n}$ is closed convex, $\forall n \geq 0$.
- $\left(C_{n}\right)_{n}$ is decreasing. Indeed

$$
C_{1}=\overline{\operatorname{conv}}\left(f\left(C_{\circ}\right)\right)=\overline{\operatorname{conv}}(f(C)) \subset \overline{\operatorname{conv}}(C)=C_{\circ}
$$

for $C$ is closed convex and $f(C) \subset C$. By induction, if $C_{n} \subset C_{n-1}$, then:

$$
\overline{\operatorname{conv}}\left(f\left(C_{n}\right)\right) \subset \overline{\operatorname{conv}}\left(f\left(C_{n-1}\right)\right) \Rightarrow C_{n+1} \subset C_{n} .
$$

- $\lim _{n \rightarrow \infty} \alpha\left(C_{n}\right)=0$. Indeed, there exists $0 \leq k<1$ such that

$$
\begin{aligned}
& \alpha\left(C_{n+1}\right)=\alpha\left(\overline{\operatorname{conv}}\left(f\left(C_{n}\right)\right)\right)=\alpha\left(\operatorname{conv}\left(f\left(C_{n}\right)\right)\right) \\
= & \alpha\left(f\left(C_{n}\right)\right), \\
\leq & k \alpha\left(C_{n}\right), \\
\leq & k^{2} \alpha\left(C_{n-1}\right), \\
& \vdots \\
\leq & k^{n+1} \alpha\left(C_{o}\right) .
\end{aligned}
$$

Since $0 \leq k<1$, then $\lim _{n \rightarrow \infty} \alpha\left(C_{n+1}\right)=0$.

- Conclusion: by the generalized Cantor's intersection theorem, $C_{\infty}=\bigcap_{n} C_{n}$ is compact and nonempty. Also we have $C_{\infty}$ is convex as intersection of convex sets. Let us show that $f\left(C_{\infty}\right) \subset C_{\infty}$. For all $x \in C_{\infty}$, we have

$$
\begin{aligned}
x \in C_{n}, \forall n & \Rightarrow f(x) \in f\left(C_{n}\right), \forall n, \\
& \Rightarrow f(x) \in C_{n+1}, \forall n, \\
& \Rightarrow f(x) \in C_{\infty}
\end{aligned}
$$

Hence $f\left(C_{\infty}\right) \subset C_{\infty}$. Since $f: C_{\infty} \rightarrow C_{\infty}$ is continuous, then, by Schauder's Theorem (second version), there exists $x \in C_{\infty}: f(x)=x$.

Theorem 3.2.11. (Sadouskii's Fixed Point Theorem) Darbo's Fixed point Theorem still holds for condensing mapping.

Proof. Let $x_{\circ} \in C$ and $\mathscr{C}$ denotes the class of all bounded closed convex subsets $F$ of $C$ such that $x_{\circ} \in F$ and $f(F) \subset F$. Let $A=\bigcap_{F \in \mathscr{C}} F$ and $B=\overline{\operatorname{conv}}\left(f(A) \cup\left\{x_{0}\right\}\right)$. Then

- $x_{0} \in C \Rightarrow C \in \mathscr{C} \Rightarrow \mathscr{C} \neq \phi$.
- $x_{\circ} \in A \Rightarrow A \neq \phi$.
- $A \subset C \Rightarrow A$ bounded.

Moreover

$$
f(A)=f\left(\bigcap_{F \in \mathscr{C}} F\right) \subset \bigcap_{F \in \mathscr{C}} f(F) \subset \bigcap_{F \in \mathscr{C}} F=A
$$

Also we have

- $x_{\circ} \in A$ and $f(A) \subset A$, then $\left(f(A) \cup\left\{x_{\circ}\right\}\right) \subset A$.
- $A$ is convex and closed.

$$
\begin{equation*}
\text { Hence } B \subseteq A \text {. } \tag{3.5}
\end{equation*}
$$

Then $f(B) \subset f(A) \subset \overline{\operatorname{conv}}\left(f(A) \cup\left\{x_{\circ}\right\}\right)=B$. Also $B$ is closed convex subset of $C$ and $x_{\circ} \in B$.

$$
\begin{equation*}
\text { Hence } A \subseteq B \tag{3.6}
\end{equation*}
$$

From (3.5) and (3.6), we get $A=B$. Since $f$ is condensing, then

$$
\alpha(A)=\alpha(B)=\alpha(f(A))<\alpha(A) \text {, if } \alpha(A)>0,
$$

a contradiction. Then, $\alpha(A)=0 \Rightarrow A$ compact. $A$ is nonempty closed bounded convex subset of $X$, and $f: A \rightarrow A$ continuous and $f(A)$ is compact. By Schauder's Theorem Second Version, $f$ has a fixed point.

## Applications to Nonlinear Integral

## Equations

### 4.1 Existence of Local Solutions

Let $I \subset \mathbb{R}$ be an interval, $t_{\circ} \in I^{\circ}$, and

$$
f, g: I \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}
$$

be two continuous functions such that $g$ is contractive with respect to the second argument:

$$
\exists k \in[0,1):\|g(t, x)-g(t, y)\| \leq k\|x-y\|, \forall t \in I, \forall x, y \in \mathbb{R}^{n} .
$$

Theorem 4.1.1. Then the nonlinear integral equation

$$
\begin{equation*}
x(t)=g(t, x(t))+\int_{t_{0}}^{t} f(s, x(s)) d s, \quad t_{0}, t \in I \tag{4.1}
\end{equation*}
$$

has at least one local solution, i.e., there exists $\delta>0$ and a solution $x$ defined on $I_{\delta}=$ $\left[t_{\circ}-\delta, t_{\circ}+\delta\right] \subset I$.

Remark 4.1.2. If the interval $I$ is left bounded and $t_{\circ}$ is the left end point, then take $I_{\delta}=\left[t_{\mathrm{o}}, t_{\mathrm{o}}+\delta\right]$.

Corollary 4.1.3. (Peano's Theorem) Let $f: I \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be continuous and $\left(t_{0}, x_{0}\right) \in I \times$ $\mathbb{R}^{n}$. Then, the initial value problem (Cauchy problem)

$$
\left\{\begin{array}{l}
x^{\prime}(t)=f(t, x(t)), \quad t, t_{0} \in I  \tag{4.2}\\
x\left(t_{0}\right)=x_{0}
\end{array}\right.
$$

has at least one local solution.
Remark 4.1.4. If, in Corollary 4.1.3, $f$ is locally Lipschitz, then (4.2) has a unique local solution. This is Cauchy-Lipschits local existence theorem. The proof of uniqueness is checked as follows. Given two possible solutions $x$ and $y$, we have

$$
\begin{aligned}
\|x(t)-y(t)\| & =\left\|\int_{t_{0}}^{t}[f(s, x(s))-f(s, y(s))] d s\right\|, \\
& \leq k\left|\int_{t_{0}}^{t}\|x(s)-y(s)\| d s\right|:=k Z(t) .
\end{aligned}
$$

Then $\forall t \geq t_{0}, Z^{\prime}(t)=\|x(t)-y(t)\|$ and thus

$$
Z^{\prime}(t) \leq k Z(t) \Leftrightarrow\left(Z^{\prime}-k Z\right)(t) \leq 0 \Leftrightarrow\left(Z(t) e^{-k t}\right)^{\prime} \leq 0
$$

Hence

$$
0 \leq Z(t) e^{-k t} \leq Z\left(t_{0}\right) e^{-k t_{0}}=0 \Rightarrow x(t)=y(t), \forall t \geq t_{0} .
$$

$A$ similar argument leads to $x(t)=y(t), \forall t \leq t_{0}$.
Proof. We will prove Theorem 4.1.1 in two steps.
Step 1. Functional setting. Let $a>0, \bar{g}=\sup _{\left|t-t_{0}\right| \leq a}\|g(t, 0)\|$, and $b>\frac{\bar{g}}{1-k}$. Let $C=$ $\left[t_{0}-a, t_{0}+a\right] \times B[0, b]$ be a cylinder. Since $f$ is continuous, there exists $M>0$ such that $\|f(t, x)\|<M, \forall(t, x) \in C$ Let $0<\delta \leq \min \left(a, \frac{(1-k) b-\bar{g}}{M}\right)$ and $J=\left[t_{0}-\delta, t_{0}+\delta\right]$. Consider the space $X=\mathscr{C}\left(J, \mathbb{R}^{n}\right)$ equipped with the norm $\|x\|_{X}=\sup _{t \in J}\|x(t)\|$ and $D=$ $\mathscr{C}(J, B[0, b])$. Then $X$ is a Banach space. Since $\mathscr{C}\left(J, \mathbb{R}^{n}\right)=\mathscr{C}_{b}\left(J, \mathbb{R}^{n}\right)$ and from Example 1.1.8, we conclude that $X$ is a Banach space. Moreover, $D=B_{X}[0, b]$. Indeed, $B_{X}[0, b] \subset D$ and let $x \in D$. Then $x$ is a continuous function and $\forall t \in J, x(t) \in B[0, b]$, we have

$$
\sup _{t \in J}\|x(t)\| \leq b \Rightarrow\|x\|_{X} \leq b \Rightarrow x \in B_{X}[0, b] \Rightarrow D \subset B_{X}[0, b] .
$$

Hence $D=B_{X}[0, b]$. So $D$ is closed bounded and convex subset of $X$. Define the nonlinear mappings $F, G: D \rightarrow X$ by

$$
F x(t)=\int_{t_{0}}^{t} f(s, x(s)) d s \text { and } G x(t)=g(s, x(t))
$$

$F$ is called a Hammerstein operator and $G$ the Nemytskii operator associated with $f$ and $g$ respectively. Then $F x$ and $G x$ are continuous functions and we have

$$
\begin{aligned}
x \text { is solution of equation }(4.1) & \Leftrightarrow x(t)=F x(t)+G x(t), \forall t \in I \\
& \Leftrightarrow x=F x+G x, \\
& \Leftrightarrow x \text { fixed point of the } \operatorname{sum}(F+G) .
\end{aligned}
$$

Step2: The mapping $F+G$ satisfies Darbo's Fixed Point Theorem.
(a) $(F+G)(D) \subset D$. For all $x \in D$, we have

$$
\begin{aligned}
\|F x+G x\|_{X}= & \sup _{t \in J}\|(F x+G x)(t)\|, \\
= & \sup _{t \in J}\left\|g(t, x(t))+\int_{t_{0}}^{t} f(s, x(s)) d s\right\| \\
\leq & \sup _{t \in J}[\|g(t, x(t))-g(t, 0)\|+\|g(t, 0)\| \\
& +\mid \int_{t_{0}}^{t}\|f(s, x(s))\| d s \| \\
\leq & \sup _{t \in J}\left[k\|x(t)\|+\|g(t, 0)\|+M\left|t-t_{0}\right|\right] \\
\leq & k\|x\|_{X}+M \delta+\bar{g} \\
\leq & k b+M \delta+\bar{g} \leq b .
\end{aligned}
$$

(b) $G$ is a $k$-contraction because $g$ is. Let $x, y \in D$. We have

$$
\begin{aligned}
\|G x-G y\|_{X} & =\sup _{t \in J}\|g(t, x(t))-g(t, y(t))\| \\
& \leq k \sup _{t \in J}\|x(t)-y(t)\| \\
& =k\|x-y\|_{X} .
\end{aligned}
$$

Hence $G$ is continuous.
(c) $F$ is continuous. We check that $F$ is sequentially continuous. Let $\left(x_{n}\right)_{n} \subset X$ be a sequence such that $\lim _{n \rightarrow \infty} x_{n}=x$. (i.e. $\lim _{n \rightarrow \infty} \sup _{t \in J}\left\|x_{n}(t)-x(t)\right\|=0$ ). We have

$$
\begin{aligned}
\left\|F x_{n}(t)-F x(t)\right\| & =\left\|\int_{t_{0}}^{t}\left[f\left(s, x_{n}(s)\right)-f(s, x(s))\right] d s\right\| \\
& \leq\left|\int_{t_{0}}^{t}\left\|f\left(s, x_{n}(s)\right)-f(s, x(s))\right\| d s\right|
\end{aligned}
$$

Since $\left(x_{n}\right)_{n} \xrightarrow{n \rightarrow \infty} x$ in $X$ for the sup-norm (i.e. uniformly convergent on $J$ ) and $f$ is continuous, then $\left(f\left(\cdot, x_{n}(\cdot)\right)\right)_{n}$ converges uniformly to $f(\cdot, x(\cdot))$. So

$$
\lim _{n \rightarrow \infty}\left\|f\left(s, x_{n}(s)\right)-f(s, x(s))\right\|=0, \forall s \in J
$$

Hence

$$
\lim _{n \rightarrow \infty}\left\|F x_{n}(t)-F x(t)\right\|_{X}=0, \forall t \in J .
$$

We shall make use of an important compactness criterion.
Lemma 4.1.5 (Ascoli-Arzela Lemma). [7] Let $E, F$ be two metric spaces such that $E$ is compact and $F$ is complete, and $H \subset \mathscr{C}(E, F)$ be bounded. We have

$$
H \text { relatively compact } \Leftrightarrow\left\{\begin{array}{l}
H \text { equicontinuous. } \\
\forall t \in E, H(t) \text { is relatively compact in } F .
\end{array}\right.
$$

Definition 4.1.6. $H$ is equicontinuous if $\forall \varepsilon>0, \exists \alpha=\alpha(\varepsilon)>0, \forall t, s \in E: d_{E}(s, t)<$ $\alpha \Rightarrow d_{F}(f(s), f(t))<\varepsilon, \forall f \in H$

Corollary 4.1.7. IfF is a Banach space with $\operatorname{diam}(\mathrm{F})<\infty$, then for every bounded subset $H$, we have

$$
H \subset \mathscr{C}(E, F) \text { relatively compact } \Leftrightarrow H \text { equicontinuous } .
$$

We will apply this Corollary with $E=J$ and $F=\mathbb{R}^{n}$. Hence

$$
H=F(D) \subset \mathscr{C}\left(J, \mathbb{R}^{n}\right)
$$

For all $y \in F(D)$, there exists $x \in D: y=F x$. For $\varepsilon>0$ and $t, s \in J$, we have

$$
\begin{aligned}
\|y(t)-y(s)\| & =\|F x(t)-F x(s)\| \\
& \leq\left|\int_{t}^{s}\|f(u, x(u))\| d u\right| \\
& \leq M|t-s|<M \alpha<\varepsilon .
\end{aligned}
$$

If $|t-s|<\alpha$ and $0<\alpha<\frac{\varepsilon}{M}$. Hence $F(D)$ is equicontinuous.
(e) Conclusion. Since $G$ is contraction and $F(D)$ relatively compact, then $(F+G)$ is strict $k$-set contraction. Since $F+G: D \rightarrow D$ and $D$ nonempty, closed, bounded, and convex subset, then we conclude, by Darbo's Fixed Point Theorem, that $F+G$ has at least one fixed point $x \in D$ a solution of Equation (4.1) defined on $J$ and continuous.

### 4.2 Existence of Global Solutions

Let $I=[a, b]$ be a compact interval of the real line and $t_{0} \in I$. Consider two continuous functions $f, g: I \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, such that
$\left(H_{g}\right) g$ is a contraction in the second variable.
$\left(H_{f}\right)$ There exist $l \in L^{1}(I)$ and $\sigma>0$ such that

$$
\|f(t, x)\| \leq l(t)\left(1+\|x\|^{\sigma}\right), \forall(t, x) \in I \times \mathbb{R}^{n}
$$

with either $(0<\sigma<1)$ or ( $\sigma=1$ and $k+\|l\|_{1}<1$ ).
We have

Theorem 4.2.1. Under Assumptions $\left(H_{g}\right)$ and $\left(H_{f}\right)$, the nonlinear integral equation:

$$
\begin{equation*}
x(t)=g(t, x(t))+\int_{t_{0}}^{t} f(s, x(s)) d s, \quad t, t_{0} \in I \tag{4.3}
\end{equation*}
$$

has at least one global solution defined on $I$.

Corollary 4.2.2. (Cauchy-Lipschitz Theorem) Suppose that $f: I \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a Lipschitz function with respect to the second variable. Then the initial value problem

$$
\left\{\begin{array}{l}
x^{\prime}(t)=f(t, x), t, t_{0} \in I, x_{0} \in \mathbb{R}^{n}  \tag{4.4}\\
x\left(t_{0}\right)=x_{0}
\end{array}\right.
$$

has a unique solution defined on I provided that $k+\|f(\cdot, 0)\|<1$.

Proof. We know that

$$
(4.4) \Leftrightarrow x(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s
$$

We let $g(t, x)=x_{0}$. Then

$$
\begin{aligned}
\|f(t, x)\| & \leq\|f(t, x)-f(t, 0)\|+\|f(t, 0)\| \\
& \leq k\|x\|+\|f(t, 0)\| \\
& \leq(k+\|f(t, 0)\|)\|x\|+\|f(t, 0)\|+k \\
& =(k+\|f(t, 0)\|)(1+\|x\|) .
\end{aligned}
$$

Since $I$ is bounded, the function $l(t)=k+\|f(t, 0)\| \in L^{1}(I)$. The uniqueness follows as in Corollary 4.1.4.

## Remark 4.2.3.

(a) We can take $l(t)=\max \{k,\|f(t, 0)\|\}$.
(b) We can also take $x_{\circ}$ instead of 0 , with $l(t)=\max \left\{k, 2 k\left\|x_{0}\right\|, 2\left\|f\left(t, x_{0}\right)\right\|\right\}$.

Proof. We prove Theorem 4.2.1 in two steps.
Step 1 : Functional setting. Let $X=\mathscr{C}\left(I, \mathbb{R}^{n}\right)$ be the Banach space endowed with the sup-norm

$$
\|x\|_{X}=\sup _{t \in I}\|x(t)\| .
$$

Define the mappings $F, G: X \rightarrow X$, by

$$
F x(t)=\int_{t_{0}}^{t} f(s, x(s)) d s, G x(t)=g(t, x(t)), t \in I .
$$

As in Theorem 4.1.1, we can prove that $F$ and $G$ are continuous and $G$ is a contraction. Let $D=B_{X}[0, R] \subset X$ be a closed ball with radius $R>0$ (to be determined). As Theorem 4.1.1, $F(D)$ is relatively compact by Ascoli-Arzela Lemma. As a consequence, $F+G$ is a strict $k$-set contraction. Thus, if we can find some $R>0$ such that $(F+G)(D) \subset D$, Darbo's Fixed Point Theorem applies and provides a fixed point $x \in D: x=F x+G x \Leftrightarrow$ $\forall t \in I, x(t)=F x(t)+G x(t)$, which implies that $x$ solution of (4.3).

Step 2: $(F+G)(D) \subset D$. Let $x \in D=B_{X}[0, R]$. Then

$$
\begin{aligned}
\|F x+G x\|_{X}= & \sup _{t \in I}\|F x(t)+G x(t)\| \\
\leq & \sup _{t \in I}\left[\left|\int_{t_{0}}^{t}\|f(s, x(s))\| d s\right|+\|g(t, x(t))\|\right] \\
\leq & \sup _{t \in I}\left|\int_{t_{0}}^{t} l(s)\left(1+\|x(s)\|^{\sigma}\right) d s\right| \\
& +\sup _{t \in I} k\|x(t)\|+\sup _{t \in I}\|g(t, 0)\| \\
\leq & \|l\|_{1}\left(1+\|x(s)\|^{\sigma}\right)+k R+\bar{g} \\
\leq & \|l\|_{1}\left(1+R^{\sigma}\right)+k R+\bar{g} \leq R
\end{aligned}
$$

whenever $\sigma=1$ and $\frac{\|l\|_{1}+\bar{g}}{1-\left(\|l\|_{1}+k\right)} \leq R$, or, $0<\sigma<1$ in which case, $\left(\|l\|_{1}+\bar{g}\right) R^{-\sigma}+\|l\|_{1}<$ $(1-k) R^{1-\sigma}$, which is valid for $R$ large enough.
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