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Introduction

The evolution of many real-life phenomena is modeled by a recurrent se-
quence of the form

xn+1 = τ(xn); x0 ∈ X
where X is Borel subset of Rd and τ : X → X is a transformation of X.
A natural problem is to predict the future of such a system.
The transformation τ is said to be deterministic, if each associated recurrent
sequence converges to some l ∈ X, which is always a fixed point of τ . In
this case, the system starting from the state x0, evolves over time to states
x1, x2 · · · and so one. And for n big enough, the state xn approaches the final
state l.
If τ is not deterministic, it is called chaotic (in elementary sense). For exam-
ple, in one dimensional case, piecewise monotonic and not monotonic maps
are always chaotic. For chaotic maps, the states of some recurrent sequence
never approach a final state. In fact, the states xn evolve chaotically in the
set X even for n big enough. Thus, one cannot predict the future for such
system by considering recurrent sequences of points.
In order to solve this problem, we consider a large number of recurrent se-
quences at the same time. This means that we pick a large number of initial
states:

I0 = {x10, x20, ..., xN0 } ⊂ X

The density associated to I0 is the function f0 : X → [0,∞) which is inte-
grable and such that ∫

A

f0(x)dx =
1

N

N∑
j=1

1A(x
j
0)

for any Borel subset A ⊂ X. Now, let I1 = {x11, x21, ..., xN1 } where

x11 = τ(x10), x
2
1 = τ(x20), ..., x

N
1 = τ(xN0 )
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and let f1 be the density defined by I1. Then∫
A

f1(x)dx =
1

N

N∑
j=1

1A(x
j
1) =

1

N

N∑
j=1

1A(τ(x
j
0))

=
1

N

N∑
j=1

1τ−1(A)(x
j
0) =

∫
τ−1(A)

f0(x)dx

Hence by induction, we obtain a recurrent sequence of densities (fn) on X
such that ∫

A

fn+1(x)dx =

∫
τ−1(A)

fn(x)dx

where fn is the density associated the the states In = {x1n, x2n, ..., xNn } with

x1n = τn(x10), x
2
n = τn(x20), ..., x

N
n = τn(xN0 )

Using the Radon-Nikodym Theorem, we introduce in this project the so
called transfer operator of τ ; namely Pτ : L1(X)→ L1(X) defined implicitly
by the formula ∫

A

Pτf(x)dx =

∫
τ−1(A)

f(x)dx

for any Borel subset A of X. Hence the recurrent relation of (fn) becomes

fn+1 = Pτfn

If a subsequence of (fn) converges in L1(X) to some f?, then f? is an invariant
density of Pτ , that is f? = Pτf? and the distribution fn of In approaches the
final distribution f?. In this case, the measure absolutely continuous invariant
ν(dx) := f?(x)dx is τ -invariant.
In this project, we also prove the existence of such measures for expanding
piecewise monotonic maps. Finally, we study similar problems for random
maps.
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Chapter 1

Basics on Lebesgue Integration

In this chapter, we review some essential concepts from measure theory and
the theory of Lebesgue integration. In particular, we present the Radon-
Nikodym theorem which allow to introduce in the next chapter, the concept of
transfer operator. For more details, we will refer to the monographs [1, 5, 8].

1.1 Measure spaces
Definition 1.1. Let X be a nonempty set. A collection A of subsets of X
is called a σ-algebra of X if:

1. X ∈ A;

2. A is stable by completion, that is, if A ∈ A then X \ A ∈ A;

3. A is σ-stable, that is, for any finite or infinite sequence {Ak} of A, the
union ∪kAk ∈ A.

In this case, the pair (X,A) is called measurable space and elements of A are
called be measurable sets.

It follows immediately that

4. ∅ ∈ A;

5. For any finite or infinite sequence {Bk} ofA, the intersection ∩kBk ∈ A.
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If X is a topological space then it is always endowed with its Borel σ-algebra
A = σ(O) (generated by O), the smallest σ-algebra of X which contains all
open subsets O ∈ O. A ∈ A = σ(O) is called a Borel set.
Notice that the Borel σ-algebra of X = R is also generated by all intervals
of R

Definition 1.2. A measure on a measurable space (X,A) is a function µ :
A → [0,∞] satisfying

(i) µ(∅) = 0;

(ii) for any finite or in finite sequence {Ak} of pairwise disjoint set of A
(that is Ai ∩ Aj = ∅ for i 6= j)

µ(
⋃
k

Ak) =
∑
k

µ(Ak) (1.1)

In this case (X,A, µ) is called a measure space.

Notice that

0 ≤ µ(A) ≤ ∞; A ∈ A

Moreover, (X,A, µ) is called

• finite if µ(X) <∞ ;

• probabilistic (or normalized) if µ(X) = 1 ;

• σ-finite if there is an infinite sequence {Ak} of sets of A such that
X = ∪kAk and µ(Ak) <∞ for all k.

Examples 1.3. 1- Let X = R and let A = σ(I) = σ(O) the Borel σ-algebra
of R. The Lebesgue measure µ on R is the unique measure satisfying

µ([a, b]) = b− a; a, b ∈ R, a < b

(R,A, µ) is a σ-finite measure space.
2- Let (X,A, µ) be a measure space and let Y be a measurable space subset
of X. Put AY = {A ∩ Y : A ∈ A} and µY (A) = µ(A) for any A ∈ A, A ⊂ Y .
Then (Y,AY , µY ) is measure space called restriction of (X,A, µ) to Y . It is
also denoted by (Y,A, µ) for simplicity.
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3- Let X = R, let A be the Borel σ-algebra, and let µ the Lebesgue measure
on Y = [0, 1] then ([0, 1],A, µ) is a probability space.
4- Let X = R endowed with its Borel σ-algebra. Consider the real valued
function ν on A defined by

ν(A) = 1A(0); A ∈ A (1.2)

Then ν is a probability measure on (R,A), called Dirac measure at 0. It is
always denoted by δ0.

Remark 1.4. In this project, we consider a σ-finite measure space (X,A, µ).
Always X is a Borel subset of Rd; d ≥ 1, A is the Borel σ-algebra of X, and
often µ is the Lebesgue measure on (X,A).
For the most applications, X will be a compact interval.

1.2 Lebesgue Integration
Let (X,A, µ) be a measure space.
If a property involving points of X is true except for a subset having measure
zero, we say that this property is true almost everywhere (a.e).
Let f, g : X → R. Define

f+(x) = max(0, f(x)) and f−(x) = max(0,−f(x))

We have

f = f+ − f− and |f | = f+ + f− (1.3)

Definition 1.5. A real-valued function f : X → R is said to be measurable
if f−1(I) ∈ A for any interval I ⊂ R.

Examples 1.6. 1- If f is measurable, then f+, f− and |f | are measurable.
2- If X is a topological space endowed with its Borel σ-algebra, then each
a.e. continuous function is measurable.

Definition 1.7. Let A1, A2, ..., An be a finite sequence of pairwise disjoint
subset of X and let λ1, λ2, ..., λn ∈ R. The function

g(x) =
n∑
i=1

λi1Ai
(x); x ∈ X

is called simple function.
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Notice that A1, A2, ..., An are measurable if and only if the associated
simple function g =

∑n
i=1 λi1Ai

is measurable in the sense of Definition 1.7.

Definition 1.8. Let g =
∑n

i=1 λi1Ai
be a measurable simple function. The

Lebesgue integral of g is defined by:∫
x

g(x)µ(dx) =
n∑
i=1

λiµ(Ai) (1.4)

Lemma 1.9. Let f : X → R be a nonnegative bounded measurable function.
Then there exist a sequence of simple function gn on X converging uniformly
to f ; that is

sup
x∈I
|f(x)− gn(x)| → 0 as n→∞

Proof. There exit a constant M > 0 such that 0 ≤ f(x) ≤ M for all
x ∈ X. Consider the partition of the interval [0,M ] defined by

ai =
iM

n
; 0 ≤ i ≤ n

Define for any 1 ≤ i ≤ n

Ai = {x ∈ I : f(x) ∈ [ai−1, ai)}

Ai = f−1([ai−1, ai)) ∈ A since f is measurable. For any n ≥ 1, define the
function gn by

gn =
n∑
i=1

ai−11Ai

Then each gn is a measurable simple function and

|f(x)− gn(x)| ≤
M

n
; x ∈ X

We conclude that {gn} converges uniformly to f . 2

Definition 1.10. Let f : X → R be a nonnegative bounded measurable
function and let {gn} be a sequence of simple functions which converges
uniformly to f . The Lebesgue integral of f is defined by∫

X

f(x)µ(dx) = lim
n→∞

∫
X

gn(x)µ(dx) (1.5)
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Remarks 1.11. 1- By Lemma 1.9, it is proved that there exist sequences of
simple functions which converge uniformly to f .

The limit in the preceding definition exist in the large sense and is indepen-
dent of the choice of the sequence of simple functions as long as they converge
uniformly to f .
2- If µ(x) <∞ then

∫
X
f(x)µ(dx) <∞ since f is bounded.

In general, since µ is σ- finite (only) may be that
∫
X
f(x)µ(dx) =∞. In this

case, we consider fk = f1Ek
where µ(Ek) <∞ and ∪kEk = X.

Let f : X → [0,∞] be measurable and unbounded. Define for any con-
stant M > o:

fM(x) =

{
f(x) if 0 ≤ f(x) ≤M

M if M < f(x)

It is clear that {fM} increases to f as M increases to +∞. Moreover, fM is
bounded for each M > 0.

Definition 1.12. The Lebesgue integral of the (unbounded) function f is
defined by ∫

X

f(x)µ(dx) = lim
M→∞

∫
X

fM(x)µ(dx) (1.6)

It is clear that
∫
X
fM(x)µ(dx) increase as M →∞ and the limit may be

+∞.

Definition 1.13. Let f : X → R be measurable. The Lebesgue integral of f
is defined by∫

X

f(x)µ(dx) =

∫
X

f+(x)µ(dx)−
∫
X

f−(x)µ(dx) (1.7)

if at least one of terms
∫
X
f+(x)µ(dx) or

∫
X
f−(x)µ(dx) is finite.

Definition 1.14. A measurable function f : X → R is said to be Lebesgue
integrable if both

∫
X
f+(x) and

∫
X
f−(x)µ(dx) are finite.

In this case the integral of f defined by (1.7) is finite.

Since |f | = f+ + f−, then a function f is integrable if and only if f is
measurable and

∫
X
|f |(x)µ(dx) <∞.
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For any measurable subset E of X and any measurable function f defined
on X ∫

E

f(x)µ(dx) =

∫
X

f(x)1E(x)µ(dx) (1.8)

Example 1.15. Suppose that µ is the Lebesgue measure on X = R endowed
with its Borel σ-algebra A. Recall that µ is the unique measure in (R,A)
such that µ[c, d] = d− c for all c < d ∈ R.
If f : [a, b] → R is Riemann integrable then f is Lebesgue integrable on the
measure space ([a, b],A, µ) and∫

[a,b]

f(x)µ(dx) =

∫ b

a

f(x)µ(dx) (1.9)

For this reason, we use always the notation µ(dx) = dx if µ is the Lebesgue
measure on R.
Notice that the converse is not true. For example consider the Dirichlet’s
function f = 1Q∩[0,1] is not Riemann integrable but f is Lebesgue integrable
on [0, 1] and

∫
[0,1]

f(x)µ(dx) = 0.

Theorem 1.16. Let (X,A, µ) be a σ-finite measure space.

1. Let f, g : X → R measurable.

• If g is nonnegative and integrable and if |f | ≤ g; a.e then f is
integrable and

|
∫
X

f(x)µ(dx)| ≤
∫
X

g(x)µ(dx)

•
∫
X
|f |(x)µ(dx) = 0 if and only if f = 0; a.e

• If f and g are integrable, then (af+bg) is integrable for all a, b ∈ R
and∫

X

(af + bg)(x)µ(dx) = a

∫
X

f(x)µ(dx) + b

∫
X

g(x)µ(dx) (1.10)
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2. The Lebesgue monotone convergence theorem(MCT):
Let f, fn : X → R be measurable functions for all n ∈ N such that
0 ≤ f1 ≤ f2 ≤ ... ≤ fn a.e and {fn} converge to f a.e, then

lim
n→∞

∫
X

fn(x)µ(dx) =

∫
X

f(x)µ(dx) (1.11)

3. The Lebesgue dominated convergence theorem(DCT):
Let f, g, fn : X → R be measurable functions for all n ∈ N such that
|fn| ≤ g; a.e and {fn} converge to f a.e. If g is integrable then fn and
f are integrable and (1.11) holds.

4. Let f : X → R be integrable and let {An} be a sequence of pairwise
disjoint sets in A. Then∫

∪nAn

f(x)µ(dx) =
∑
n

∫
An

f(x)µ(dx) (1.12)

Remark 1.17. The Lebesgue integral is stated in four distinct steps:

• Step 1: f is a simple function.

• Step 2: f is nonnegative and bounded function.

• Step 3: f is nonnegative and unbounded function.

• Step 4: f is any measurable function.

If f : X → R is integrable, then from this 4 steps construction, there exist a
sequence of simple functions fn =

∑
i λi,n1Ai,n

such that

lim
n
fn = f ; a.e and |fn| ≤ |f |

Thus (1.11) holds by the DCT.
This observation will be used later in simplifying proofs by considering two
steps:

• First: Verify some formula for simple functions.

• Second: Pass to the limit using the DCT.
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The Banach space L1(X)

Let (X,A, µ) be a σ-finite measure space. Recall that, the relation

f ∼ g ⇔ f = g a.e

is an equivalent relation. So we do not distinguish, two functions which are
equal a.e.
For any measurable function f : X → R, the norm of f is defined by

‖f‖ =
∫
X

|f(x)|µ(dx) (1.13)

The R-linear space L1(X) is the set of (class) of functions f which are
Lebesgue integrable , that is

L1(X) = {f : X → R : ‖f‖ <∞} (1.14)

Then

• (L1(x), ‖.‖) is a Banach space over R.

• If {fn} → f in L1(X), then there exist a subsequence of {fn} which
converges a.e to f .

• If X = [a, b] is a compact interval of R then the space

C1([a, b]) = {f : [a, b]→ R : f and f ′ are continuous on [a, b]}

of C1 functions is dense in L1([a, b])

1.3 The Radon-Nikodyn Theorem
Let (X,A, µ) be a σ-finite measure space.

Proposition 1.18. Let f : X → R be an integrable function. Then f = 0,
a.e. if and only if for any

∫
A
f(x)µ(dx) = 0 for any A ∈ A.

Proof. Suppose that f = 0, a.e. and let A ∈ A. Then∫
A

f(x)µ(dx) =

∫
A∩{f=0}

f(x)µ(dx) +

∫
A∩{f 6=0}

f(x)µ(dx) (1.15)
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But ∫
A∩{f=0}

f(x)µ(dx) =

∫
A∩{f=0}

0µ(dx) = 0 (1.16)

and ∫
A∩{f 6=0}

f(x)µ(dx) = 0 (1.17)

since

0 ≤ µ(A ∩ {f 6= 0}) ≤ µ({f 6= 0})

by definition of f = 0; a.e. We conclude from (1.15), (1.16) and (1.17) that∫
A
f(x)µ(dx) = 0.

Conversely, suppose that
∫
A
f(x)µ(dx) = 0 for any A ∈ A.

Define A1 and A2 by:

A1 = {x ∈ X : f(x) > 0} and A2 = {x ∈ X : f(x) ≤ 0}

Notice that A1 ∩ A2 = ∅ and A1 ∪ A2 = X.
By hypothesis, we have∫

A1

f(x)µ(dx) =

∫
A2

f(x)µ(dx) = 0

Hence

0 =

∫
A1

f(x)µ(dx)−
∫
A2

f(x)µ(dx) =

∫
A1

f(x)µ(dx) +

∫
A2

(−f)(x)µ(dx)(1.18)

Since

| f | (x) =

{
f(x) if x ∈ A1

−f(x) if x ∈ A2

therefore (1.18) becomes

0 =

∫
A1

| f | (x)µ(dx) +
∫
A2

| f | (x)µ(dx)

=

∫
A1∪A2

| f | (x)µ(dx) =
∫
X

| f | (x)µ(dx)

We conclude that
∫
X
| f | (x)µ(dx) = 0 and therefore f = 0; a.e in view of

1.16. 2
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Corollary 1.19. Let f1, f2 : X → R be integrable functions. Then f2 = f2;
a.e. if and only if

∫
A
f1(x)µ(dx) =

∫
A
f2(x)µ(dx) for any A ∈ A.

Proof. It suffices to apply Proposition 1.18 to g = f1 − f2. 2

Proposition 1.20. Let f : X → R be an integrable function. Then f ≥ 0,
a.e. if and only if for any

∫
A
f(x)µ(dx) ≥ 0 for any A ∈ A.

Proof. If f ≥ 0, a.e. then obviously
∫
A
f(x)µ(dx) ≥ 0 for any A ∈ A.

Conversely, let A = {f < 0}. If µ(A) > 0, then
∫
A
f(x)µ(dx) < 0 which

gives a contradiction. 2

Proposition 1.21. Let f : X → R be a nonnegative integrable function,
then the real valued function (f.µ) defined by

(f.µ)(A) =

∫
A

f(x)µ(dx); A ∈ A (1.19)

is a finite measure on (X,A).

Proof. Since f ≥ 0 and integrable, then for each A ∈ A, we have

0 ≤ (f.µ)(A) =

∫
A

f(x)µ(dx) ≤
∫
X

f(x)µ(dx) = (f.µ)(X) <∞

In particular (f.µ) is nonnegative and finite.

• (f.µ)(∅) =
∫
∅ f(x)µ(dx) = 0

• Let {Ak} be a finite or infinite sequence of pairwise disjoint set of A.
Then

(f.µ)(∪kAk) =

∫
∪kAk

f(x)µ(dx)

=
∑
k

∫
Ak

f(x)µ(dx) by (1.12)

=
∑
k

(f.µ)(Ak)

Hence (f.µ) is σ-additive and therefore (f.µ) is a finite measure on (X,A).
2
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Definition 1.22. The measure (f.µ) defined in Proposition 1.21 is called
measure with density f with respect to µ.

Definition 1.23. Let µ and ν be two σ-finite measure defined on the same
measurable space (X,A). ν is said to be absolutely continuous (a.c) with
respect to µ if

µ(A) = 0 ⇒ ν(A) = 0; A ∈ A

In this case, we write ν � µ.

Proposition 1.24. Let (X,A, µ) be a σ-finite measure space, and let f :
X → R be a nonnegative integrable function. Then the finite measure (f.µ)
is a.c. with respect to µ.

Proof. If µ(A) = 0 then µf (A) =
∫
A
f(x)µ(dx) = 0 in view of (1.8). 2

The converse of the Proposition 1.24 is always true. This is given by the
so-called Radon-Nikodyn theorem (RNT).

Theorem 1.25. Let (X,A, µ) be a σ-finite measure space, and let ν be a
finite measure on (X,A) which is a.c. with respect to µ. Then there exists a
unique nonnegative integrable function f on X such that ν = (f.µ).

Remarks 1.26. 1- For the proof of Theorem 1.25, we refer to chapter 18 of
[8].
2- According to Proposition 1.24 and Theorem 1.25, we have identified a.c.
measures and measures with densities with respect to µ.
3- The RNT will be used in the next chapter in order to construct the transfer
operator.
4- For a given σ-finite measure space (X,A, µ), there exist measures ν which
are not necessary a.c. with respect to µ. For example, The Dirac measure
δ0 defined by (1.2) is not a.c. with respect to the Lebesgue measure µ, since
(for example) µ(N) = 0 but ν(N) = 1.
5- In Lebesgue integration, we may always replace real valued functions f :
X → R by functions f : X → R = R ∪ {±∞} which are finite a.e, that is
µ{f = ±∞} = 0.
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Chapter 2

Transfer Operators

In this chapter, we introduce first the concept of nonsingular transformation
τ defined on a σ-finite measure space (X,A, µ). Then we associate with τ ,
the transfer operator, namely the Frobenius-Perron operator Pτ . Finally, we
characterize the τ -invariant measure which are absolutely continuous to µ.
As reference, we will refer to [1, 2, 5].

2.1 Nonsingular transformations
Let (X,A, µ) be a σ-finite measure space.

Definition 2.1. Any application τ : X → X is called transformation of X.

Recall that τ−1(A) = {x ∈ X : τ(x) ∈ A} for any A ∈ X. Notice that if
{Ak} is a sequence of subsets of X

1. τ−1(∩kAk) = ∩kτ−1(Ak);

2. τ−1(∪kAk) = ∪kτ−1(Ak);

3. If {Ak} are pairwise disjoint then τ−1(Ak) are pairwise disjoint;

4. For any A ⊂ X, we have

1τ−1(A) = 1A ◦ τ (2.1)

Definition 2.2. A transformation τ : X → X is said to be measurable if
τ−1(A) ∈ A for any A ∈ A.

16



Always, X is a Borel subset of Rd and A be its Borel σ-algebra. In this
case, if τ : X → X is a.e. continuous, then τ is measurable.

Lemma 2.3. Let τ : X → X be a measurable transformation. Define

(µτ−1)(A) = µ(τ−1(A)), A ∈ A (2.2)

Then (µτ−1) is a measure on (X,A).

Proof. Since τ is measurable, then for any A ∈ A, τ−1(A) ∈ A and
therefore µ(τ−1(A)) = (µτ−1)(A) is well defined. Moreover, since µ is a
measure on (X,A), then

(µτ−1)(∅) = µ(τ−1(∅)) = µ(∅) = 0

and, in view of (1.1), we get

(µτ−1)(∪kAk) = µ(τ−1(∪kAk)) = µ(∪kτ−1(Ak)) =
∑
k

(µτ−1)(Ak)

for any finite or infinite sequence {Ak} ⊂ A of pairwise disjoint sets. 2

Remark 2.4. Since (µτ−1)(X) = µ(τ−1(X)) = µ(X), then

• If µ is finite, then (µτ−1) is finite.

• If µ is a probability measure, then (µτ−1) is probability measure.

Definition 2.5. A measurable transformation τ : X → X is said to be
nonsingular (with respect to µ) if the measure (µτ−1) is absolutely continuous
(a.c.) with respect to µ, that is (µτ−1)� µ.
A non nonsingular transformation is said to be singular.

Examples 2.6. Let X = [0, 1] endowed with the Borel σ-algebra A and the
Lebesgue measure µ(dx) = dx.
1- Let τ(x) = 1

2
;x ∈ [0, 1] and let A = {1

2
}, then τ−1(A) = [0, 1] = X. Since

µ(A) = 0 and (µτ−1)(A) = 1 we deduce that τ is singular.
2- Let τ(x) = x2;x ∈ [0, 1]. Let A ∈ A, by the variable change y = x2 and
(2.1), we get

(µτ−1)(A) = µ(τ−1(A)) =

∫ 1

0

1τ−1(A)(x)dx =

∫ 1

0

1A(τ(x))dx

=

∫ 1

0

1A(x
2)dx =

∫ 1

0

1A(y)
dy

2
√
y
=

∫
A

dy

2
√
y

17



Hence (µτ−1) is a.c. with respect to µ, with density 1
2
√
x
, and therefore τ is

nonsingular.

Remark 2.7. In general, if (µτ−1) � µ and (µτ−1) is finite, then there
exist by the RNT (Theorem 1.25) a unique nonnegative integrable function
fτ such that (µτ−1) = (fτ · µ), that is∫

A

f(x)(µτ−1)(dx) =

∫
τ−1(A)

f(x)µ(dx) =

∫
A

f(x)fτ (x)µ(dx)

Moreover, if X is a Borel subset of Rd, τ is invertible and τ−1 is differentiable
then fτ = J−1 the jacobian of τ−1.

2.2 Frobenius-Perron operators
Let (X,A, µ) be a σ-finite measure space and τ : X → X be a nonsingular
transformation of X.

Theorem 2.8. For any integrable function f ∈ L1(X), there exist a unique
integrable function denoted by (Pτf) ∈ L1(X) such that∫

A

(Pτf)(x)µ(dx) =

∫
τ−1(A)

f(x)µ(dx); A ∈ A (2.3)

Proof. Let f ∈ L1(X).
First step: Suppose that f is nonnegative. Define ν : A → [0,+∞] by

ν(A) =

∫
τ−1(A)

f(x)µ(dx); A ∈ A (2.4)

Then ν is a measure on (X,A) as image of the measure (f · µ) by the trans-
formation τ . Since

ν(X) =

∫
τ−1(X)

f(x)µ(dx) =

∫
X

f(x)µ(dx) = ‖f‖ <∞

we deduce that ν is finite.
On the other hand, if µ(A) = 0, then µ(τ−1(A)) = 0 since τ is nonsingular,
therefore by (2.4)

ν(A) =

∫
τ−1(A)

f(x)µ(dx) = 0

18



as integral over set of measure zero. We conclude that ν is absolutely con-
tinuous with respect to µ.
Hence, there exists by the RNT (Theorem 1.25) a unique integrable function
denoted by (Pτf) such that

ν(A) =

∫
A

(Pτf)(x)µ(dx); A ∈ A (2.5)

Combining 2.4 and 2.5, we have also proved 2.3 for nonnegative f ∈ L1(X).
Second step: Let f ∈ L1(X). Since f = f+−f−; f+, f− ∈ L1(X) and f+, f−

are nonnegative functions, then Pτf+ and Pτf− are well defined by Step 1.
Define

Pτf = Pτf
+ − Pτf− (2.6)

By linearity of the integral, and by 2.6 we get for any A ∈ A∫
A

(Pτf)(x)µ(dx) =

∫
A

(Pτf
+ − Pτf−)(x)µ(dx)

=

∫
A

(Pτf
+)(x)µ(dx)−

∫
A

(Pτf
−)(x)µ(dx)

=

∫
τ−1(A)

f+(x)µ(dx)−
∫
τ−1(A)

f−(x)µ(dx)

=

∫
τ−1(A)

(f+ − f−)(x)µ(dx)

=

∫
τ−1(A)

f(x)µ(dx)

This proves formula 2.3 for any function f ∈ L1(X). 2

Definition 2.9. The operator Pτ : L1(X) → L1(X) defined implicitly by
the formula∫

A

(Pτf)(x)µ(dx) =

∫
τ−1(A)

f(x)µ(dx); A ∈ A, f ∈ L1(X) (2.7)

is called the Frobenius-Perron operator or transfer operator defined by the
nonsingular transformation τ .
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Remarks 2.10. 1- If X is a Borel subset of Rd, τ is invertible and τ−1 is
differentiable then

Pτf(x) = f(τ−1(x))J−1(x) (2.8)

where J−1 is the jacobian of τ−1. (2.8) is obtained from (2.7) by the variable
change y = τ(x) and by Corollary 1.19.
2- In general, chaotic maps are not invertible, so that formula 2.8 is not
valuable for such maps. However, there is an explicit formula whereX = [a, b]
is an interval of R: For any nonsingular transformation τ of X and any a.e.
continuous function f defined on [a, b]

Pτf(x) =
d

dx

∫
τ−1([a,x])

f(t)dt; ∀x ∈ [a, b]. (2.9)

Formula (2.9) is obtained by differentiation of (2.7) for A = [a, x], x ∈ [a, b].
3- Formula (2.9) can be easily generalized for d ≥ 2.

Examples 2.11. 1- Let τ(x) = x2, x ∈ [0, 1], then by (2.8), we get

Pτf(x) = f(
√
x)

1

2
√
x

2- Let τ : [0, 1]→ [0, 1] be a tent map, that is

τ(x) =

{
2x if 0 ≤ x < 1

2
,

2− 2x if 1
2
≤ x ≤ 1.

In this case,

τ−1[0, x] = [0,
x

2
] ∪ [1− x

2
, 1]

By application of (2.9), we get

Pτf(x) =
d

dx

∫
[0,x

2
]∪[1−x

2
,1]

f(t)dt

=
d

dx

∫ x
2

0

f(t)dt+
d

dx

∫ 1

1−x
2

f(t)dt

=
1

2
[f(

x

2
) + f(1− x

2
)]
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Theorem 2.12. Let (X,A, µ) be a σ-finite measure space, τ be a nonsingular
transformation of X, and let Pτ be the associated transfer operator.

1. If f ∈ L1(X), f ≥ 0, then Pτf ≥ 0.

2. For each f ∈ L1(X)∫
X

Pτf(x)µ(dx) =

∫
X

f(x)µ(dx) (2.10)

In particular, if f ≥ 0, then ‖Pτf‖ = ‖f‖.

3. Pτ is a linear operator: For all f1f2 ∈ L1(X);λ1, λ2 ∈ R

Pτ (λ1f1 + λ2f2) = λ1Pτ (f1) + λ2Pτ (f2) (2.11)

4. Pτ is a contraction on L1(X): for all f, g ∈ L1(X)

‖Pτf − Pτg‖ ≤ ‖f − g‖ (2.12)

In particular, ‖Pτf‖ ≤ ‖f‖.

5. If τ and γ are two nonsingular transformations of X, then τ ◦ γ is a
nonsingular transformation of X and

Pτ◦γ = Pτ ◦ Pγ (2.13)

6. For any natural number n ≥ 1:

Pτn = (Pτ )
n (2.14)

Proof. 1- If f ≥ 0, then for all A ∈ A:

0 ≤
∫
τ−1(A)

f(x)µ(dx) =

∫
A

Pτf(x)µ(dx)

Hence Pτf is a positive function by Proposition 1.20.
2- Let f ∈ L1(X). If we apply (2.7) for A = X, we obtain (2.10) since
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τ−1(X) = X.
3- Let f1f2 ∈ L1(X);λ1, λ2 ∈ R, A ∈ A. By the linearity of the integral∫

A

Pτ (λ1f1 + λ2f2)µ(dx) =

∫
τ−1(A)

(λ1f1 + λ2f2)(x)µ(dx)

= λ1

∫
τ−1(A)

f1(x)µ(dx) + λ2

∫
τ−1(A)

f2(x)µ(dx)

= λ1

∫
A

Pτf1(x)µ(dx) + λ2

∫
A

Pτf2(x)µ(dx)

=

∫
A

λ1Pτ (f1) + λ2Pτ (f2)µ(dx)

Formula (2.11) is then a consequence of Corollary 1.19.
4- Let f ∈ L1(X). we prove first that ‖Pτf‖ ≤ ‖f‖: Since |f | + f ≥ 0 and
|f | − f ≥ 0, then by linearity of Pτ and by the first result, we see easily
|Pτf | ≤ Pτ |f |. Thus, the second result gives

‖Pτf‖ =
∫
X

|Pτf |(x)µ(dx) ≤
∫
X

Pτ |f |(x)µ(dx) = ‖f‖ (2.15)

Now, let f, g ∈ L1(X). By linearity of Pτ and (2.15), we get

‖Pτf − Pτg‖ = ‖Pτ (f − g)‖ ≤ ‖f − g‖

5- Let τ and γ are two nonsingular transformations of X. Since (τ ◦γ)−1(A) =
γ−1(τ−1(A)), we see easily that τ ◦ γ is a nonsingular transformations of X.
Let A ∈ A and f ∈ L1(X). Using formula 2.7 many times, we get∫

A

Pτ◦γf(x)µ(dx) =

∫
(τ◦γ)−1(A)

f(x)µ(dx) =

∫
γ−1(τ−1(A))

f(x)µ(dx)

=

∫
τ−1(A)

Pγf(x)µ(dx) =

∫
A

Pτ (Pγf)(x)µ(dx)

=

∫
A

(Pτ ◦ Pγ)f(x)µ(dx)

We conclude by Corollary 1.19 that Pτ◦γ = Pτ ◦ Pγ .
6- By induction: For n = 1, there is nothing to prove. For n ≥ 2 suppose
that

Pτn−1 = (Pτ )
n−1 (2.16)
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If we take γ = τn−1 in (2.13), then (2.16) imply that

Pτn = Pτ◦τn−1 = Pτ ◦ Pτn−1 = Pτ ◦ (Pτ )n−1 = (Pτ )
n

2

Remarks 2.13. Let (X,A, µ) be a σ-finite measure space.
1- A map U : L1(X)→ L1(X) is called Markov operator if

1. Uf ≥ 0 for any f ∈ L1(X), f ≥ 0;

2. ‖Uf‖ = ‖f‖ for any f ∈ L1(X), f ≥ 0;

3. U is linear.

In Theorem 2.12, we have proved that any transfer operator P , associated
to a nonsingular transformation of X, is a Markov operator.
2- From the properties of the Definition of a Markov operator, it can be
proved that U is a contraction on L1(X) (The proof is direct and more easy
for the P ).
We deduce that a Markov operator is unitary, that is ‖U‖ = 1 where ‖U‖ :=
sup{‖Uf‖ : ‖f‖ ≤ 1}.

2.3 Invariant measures
Let (X,A, µ) be a σ-finite measure space, τ : X → X be a nonsingular
transformation of X, and Pτ be the transfer operator associated to τ .

Definition 2.14. A measure ν on (X,A) is said to be τ -invariant if

ν(τ−1(A)) = ν(A); A ∈ A (2.17)

Formula (2.17) means that the two measures ντ−1 and ν are equal.
The most important case of τ -invariant measures is when ν is absolutely
continuous with respect to µ, that is ν = (f · µ) where f ∈ L1(X), f ≥ 0.
In this case ν = (f · µ) is called absolutely continuous invariant measure
(a.c.i.m) of τ .
We have the following important result.
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Theorem 2.15. Let f ∈ L1(X), f ≥ 0. The finite measure (f · µ) is an
a.c.i.m for τ if and only if f is invariant for Pτ , that is

Pτf = f (2.18)

Proof. For any A ∈ A

(f · µ)(τ−1(A)) =
∫
τ−1(A)

f(x)µ(dx) =

∫
A

Pτf(x)µ(dx)

and

(f · µ)(A) =
∫
A

f(x)µ(dx)

Hence (f · µ) is an a.c.i.m for τ if and only if∫
A

Pτf(x)µ(dx) =

∫
A

f(x)µ(dx); A ∈ A

which is equivalent to Pτf = f by Corollary 1.19. 2

Remarks 2.16. 1- In fact, we look at of nonzero solution of Pτf = f that
is ‖f‖ > 0. Therefore, if we consider g = f

‖f‖ then g ∈ L1(X); g ≥ 0 and
‖g‖ = 1. Moreover by linearity of Pτ , we get Pτg = g and therefore, the
probability measure λ = (g · µ) is an a.c.i.m. by Theorem 2.15.
2- Since µ = (1·µ) then by Theorem 2.15, µ is invariant if and only if Pτ1 = 1.
3- If Pτf = f , then Pτnf = (Pτ )

nf = f .
4- For the applications in the real life (physic, biology, economy, ...), we
consider probability invariant measure. This suggests the following definition.

Definition 2.17. Let (X,A, µ) be a σ-finite measure space. A function
f : X → R is called density if f is nonnegative, f is integrable, and ‖f‖ = 1.
We denote by D the set of all densities defined on (X,A, µ).

Remark 2.18. Let τ be a nonsingular transformation of X and let Pτ the
associated transfer operator. Since Pτ is a Markov operator, then Pτf is
density if f is a density, that is Pτ (D) ⊂ D

Definition 2.19. Any sequences {fn} of functions defined by

fn+1 = Pτfn; f0 ∈ D (2.19)

is called recurrent sequence of densities associated with the transformation
τ .
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Remarks 2.20. 1- As mentioned in the introduction, recurrent sequences of
densities are naturally associated with chaotic nonsingular transformations
by considering f0 the density defined by a large numbers of initial values

I0 = {x10, x20, ..., xn0}

and fn is density associated to

In = {τn(x10), τn(x20), ..., τn(xn0 )}

2- Note that fn = (Pτ )
nf0 = Pτnf0.

3- If recurrent sequence of densities {fn} converges in L1(X) to some function
f∗, then f∗ is an invariant density for Pτ , that is f∗ ∈ D and Pτf∗ = f∗.
This observation will discussed later with more details.
4-The determination of invariant densities of the transfer operator Pτ is an
important problem for evolution systems modeled by chaotic maps. Indeed,
the distribution fn of In approaches the distribution f∗ for big n. However,
there is no general solution for the problem f = Pτf .
In the next chapter, we will solve this problem for some piecewise monotonic
maps defined on an interval X = [a, b]. For the moment, let us only verify
the existence of an invariant density is invariant for the transfer operator of
an important example, namely the logistic map.

Example 2.21. Let X = [0, 1] endowed with its Borel σ-algebra A and the
Lebesgue measure µ. The Logistic map is defined on [0, 1] by

τ(x) = 4x(1− x); x ∈ [0, 1]

The Logistic map is one of the most important example in chaos theory
since it serves as demographic model in biology. τ is not one-to-one and the
equation τ(y) = x admits 2 solutions

y =
1

2
− 1

2

√
1− x and z =

1

2
+

1

2

√
1− x (2.20)

Therefore τ−1([0, x]) = [0, y] ∪ [z, 1]. Using Formulas (2.9) and (2.20) , we
get for any a.e. continuous function f ∈ L1[0, 1] and x ∈ [0, 1]

Pτf(x) =
d

dx

∫
τ−1([0,x])

f(t)dt =
d

dx
(

∫ y

0

f(t)dt+

∫ 1

z

f(t)dt)

= f(y)
dy

dx
− f(z)dz

dx

=
1

4
√
1− x

[f(
1

2
− 1

2

√
1− x) + f(

1

2
+

1

2

√
1− x)]
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Now, let f∗(x) = 1
π
g(x) where

g(x) =
1√

x(1− x)
; x ∈ (0, 1)

Then f∗ is nonnegative. Moreover, by variable changes, it can be verified
that

∫ 1

0
g(x)dx = π, therefore f∗ is a density on X=[0,1].

Let us prove that Pτf∗ = f∗. By linearity of Pτ , it is enough to prove that
Pτg = g. Using the expressions of y and z in (2.20), we see easily that

y(1− y) = z(1− z) =
x

4

Hence

Pτg(x) =
1

4
√
1− x

[g(
1

2
− 1

2

√
1− x) + g(

1

2
+

1

2

√
1− x)]

=
1

4
√
1− x

[g(y) + g(z)] =
1

4
√
1− x

[
1√
x
4

+
1√
x
4

] = g(x)

Starting from x0 = 0.2, the recurrent sequence xn+1 = τ(xn) moves
chaotically in the whole interval [0, 1].
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Chapter 3

Invariant densities for piecewise
monotonic maps

In this chapter, we consider the one dimensional case, namely transforma-
tions τ on compact interval I = [a, b] which are piecewise monotonic. Such
maps are always chaotic and the associated transfer operators have special
representation. Under more convenient conditions, we prove that they admit
an a.c.i.m with respect to the Lebesgue measure on I. The proof uses the
space of functions of bounded variations.
For this chapter, we will refer to [1, 5].

3.1 Functions of bounded variation
Let I = [a, b] be a compact interval of R, let A be the Borel σ-algebra of I
and let µ(dx) = dx be the Lebesgue measure on I.

Definition 3.1. A partition P = {Ii : 1 ≤ i ≤ n} of I = [a, b] is defined by
Ii = [xi−1, xi); 1 ≤ i ≤ n where E = {x0, x1, ..., xn} is a finite set of point
of [a, b] such that a = x0 < x1 < ... < xn = b.
In this case the points of E are called end-points of the partition P and the
partition is also denoted by P(x0, x1, ..., xn).

Definition 3.2. A function f : I → R is said to be of bounded variation
(BV) on I, if there exists a positive real number M such that

Sn(f) = S(f, Pn) =
n∑
i=1

|f(xi)− f(xi−1)| ≤M (3.1)
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for any n ∈ N and any partition Pn of I.
In this case, the real number

VI(f) = sup{S(f, Pn)} (3.2)

is called total variation of f or simply variation of f .
Notice that f is not of BV means that VI(f) = +∞.

Examples 3.3. Let f : I = [a, b]→ R be a function.
1- If f is constant, then f is of BV and VI(f) = 0.
2- If f is increasing on I, then f is of BV and VI(f) = f(b)− f(a).
3- If f is a Lipschitz function on I, that is there exists some constant C > 0
such that |f(x) − f(y)| ≤ C|x − y| for all x, y ∈ I, then f is of BV and
VI(f) ≤ C(b− a).
4- If f is a C1-function on I then f is of BV on I and

VI(f) =

∫ b

a

|f ′(x)|dx (3.3)

5- If f is the restriction to I of the characteristic function 1Q then f is not
of BV.
6- If I = [0, 2π] and

f(x) =

{
x sin( 1

x
); 0 < x ≤ 2π

0; x = 0

then f is continuous on I but not of BV on I.
7- If I = [0, 1] and

f(x) =

{
p if x = 1

p
; p = 1, 2, ...

0; elsewhere

Then f = 0 a.e. but VI(f) =∞.

Lemma 3.4. Let f : I = [a, b] → R be a function of BV on I, then f is
bounded on I and

|f(x)| ≤ |f(a)|+ VI(f); x ∈ I (3.4)
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Proof. Let x ∈ I. By considering the partition P2 = P(a, x, b), we get

||f(x)| − |f(a)|| ≤ |f(x)− f(a)| ≤ |f(x)− f(a)|+ |f(b)− f(x)| ≤ VI(f)

This proves (3.4). 2

Theorem 3.5. Let f : I = [a, b] → R be a function of BV on I such that
f ∈ L1(I), then

|f(x)| ≤ ‖f‖
b− a

+ VI(f); x ∈ I (3.5)

Proof. First step: we prove by contradiction that there exist y ∈ I such
that

|f(y)| ≤ ‖f‖
b− a

If not

∀x ∈ I : |f(x)| > ‖f‖
b− a

Hence

‖f‖ =
∫ b

a

|f(x)|dx >
∫ b

a

‖f‖
b− a

dx = ‖f‖

and we have a contradiction.
Second step: We use the same idea of Lemma 3.4

∀x ∈ I : |f(x)| ≤ |f(y)|+ |f(x)− f(y)|

≤ ‖f‖
b− a

+ VI(f)

2

For the proof of the following two results, we will refer to Chapter 6 of
[5] and Chapter 2 of [1].

Theorem 3.6. Let f : I = [a, b]→ R be a function of BV on I.

1. If C ∈ R is a constant then Cf is of BV and VI(Cf) = |C|VI(f).
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2. If J = [c, d] ⊂ I, then f is of BV on J and VJ(f) ≤ VI(f).

3. If c ∈ (a, b), then f is of BV on [a, b] if and only if f is of BV on [a, c]
and on [c, d]. In this case

V[a,b](f) = V[a,c](f) + V[c,b](f) (3.6)

Theorem 3.7. Let f, g : I = [a, b]→ R be a function of BV on I, then

1. (f + g) is of BV on I and

VI(f + g) ≤ VI(f) + VI(g) (3.7)

2. (fg) is of BV on I and if A = sup |g| and B = sup |f |, we have

VI(fg) ≤ AVI(f) +BVI(g) (3.8)

The space of bounded variation functions

Let f, g ∈ L1(I). If f = g a.e., then f and g are identical as functions of
L1(I) but f and g may have different variations (see 7. of Example 3.3). For
this reason, let us define for f ∈ L1(I)

V ∗I (f) = inf
f=ga.e.

VI(g) (3.9)

Definition 3.8. The spaceBV (I) of integrable functions which are of bounded
variation is defined by

BV (I) = {f ∈ L1(I) : V ∗I (f) <∞}

We define a norm on BV (I) as follows: For f ∈ BV (I)

‖f‖BV = ‖f‖+ V ∗I (f) (3.10)

Since C1(I) is dense in L1(I) and C1(I) ⊂ BV (I), we deduce that BV (I)
is dense in L1(I).

The following result, known as Helly’s Theorem, is fundamental in order
to prove the existence of invariant densities for piecewise monotonic maps.
For the prove,we will refer to [6].

Theorem 3.9. Let {fn} be a bounded sequence in BV (I), then there exist a
subsequence {fnk

} of {fn} and a function f∗ ∈ BV (I) such that {fnk
} → f∗

in L1(I).
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3.2 Representation of the transfer operator
Definition 3.10. Let [c, d] ⊂ [a, b] and τ : [c, d] → [a, b] is a map. τ is said
to be monotonic on [c, d] if

(i) τ is a C1-function;

(ii) |τ ′(x)| > 0 for all x ∈ (c, d).

In this case, τ is invertible and φ = τ−1 : [a, b]→ [c, d]. Moreover, for all
x ∈ (a, b)

φ′(x) = (τ−1)′(x) =
1

τ ′(τ−1(x))
=

1

τ ′(φ(x))

Examples 3.11. Suppose that [a, b] = [0, 1].
1- If τ(x) = x2 and [c, d] = [0, 1], then φ(x) =

√
x.

2- If τ(x) = 2x and [c, d] = [0, 1/2], then φ(x) = x
2
.

3- If τ(x) = 2− 2x and [c, d] = [1/2, 1], then φ(x) = 2−x
2
.

Lemma 3.12. Let [c, d] ⊂ [a, b] and τ : [c, d]→ [a, b] be monotonic, then by
putting τ−1 = φ ∫

τ−1(A)

f(y)dy =

∫
A

f(φ(x))|φ′(x)|dx (3.11)

for any f ∈ L1([a, b]) and A ∈ A. In particular

µ(A) = 0 ⇒ µ(τ−1(A)) = 0 (3.12)

Proof. Formula (3.11) is obtained by the variable change y = φ(x).
Moreover, by taking f(x) = 1, then formula 3.11 implies

µ(τ−1(A)) =

∫
τ−1(A)

dy =

∫
A

|φ′(x)|dx

Hence µ(τ−1(A)) = 0 whenever µ(A) = 0. 2

Remark 3.13. Let τ : [a, b] → [a, b] be monotonic. From Lemma 3.12, we
deduce immediately that τ is nonsingular and for f ∈ L1([a, b])

Pτf(x) = f(φ(x))|φ′(x)| = f(τ−1(x))

|τ ′(τ−1(x))|
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Definition 3.14. A transformation τ : [a, b] → [a, b] is called piecewise
monotonic if there exists a partition P Pq = P(a0, a1, ..., aq) of [a, b] such
that for all 1 ≤ i ≤ q

(i) τi is a C1-function which can be extended to a C1-function τi : [ai−1, ai]→
[a, b];

(ii) |τi′(x)| > 0 for all x ∈ (ai−1, ai).

Remark 3.15. If τ is piecewise monotonic, then

τi : [ai−1, ai]→ [a, b]; ∀1 ≤ i ≤ q

is monotonic in the sense of Definition 3.10. Its inverse

φi = τ−1i : [a, b]→ [ai−1, ai]; ∀1 ≤ i ≤ q

Examples 3.16. 1- Tent map: The transformation τ : [0, 1]→ [0, 1] defined
by

τ(x) =

{
2x if 0 ≤ x < 1

2

2− 2x if 1
2
≤ x ≤ 1

is a piecewise monotonic with P1 = {0, 1
2
, 1}, τ1(x) = 2x;x ∈ [0, 1

2
] and

τ2(x) = 2− 2x;x ∈ [1
2
, 1].

2- Logistic map: The transformation τ : [0, 1] → [0, 1] defined by τ(x) =
4x(1−x) is a piecewise monotonic with P1 = {0, 1

2
, 1}, τ1(x) = 4x(1−x);x ∈

[0, 1
2
] and τ2(x) = 4x(1− x);x ∈ [1

2
, 1].

3- Tri-adic map: The transformation τ : [0, 1]→ [0, 1] defined by

τ(x) =


3x if 0 ≤ x < 1

3

3x− 1 if 1
3
≤ x < 2

3

3x− 2 if 2
3
≤ x ≤ 1

is a piecewise monotonic with P1 = {0, 1
3
, 2
3
, 1}, τ1(x) = 3x;x ∈ [0, 1

3
], τ2(x) =

3x− 1;x ∈ [1
3
, 2
3
], and τ3(x) = 3x− 2;x ∈ [2

3
, 1].]

Remark 3.17. If τ is piecewise monotonic, then τn is piecewise monotonic.
Moreover, if q is the size of the partition P1 of τ , then qn is the size of the
partition Pn of τn, and En ⊂ En+1 where En is the set of end-points of the
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partition Pn.
For example, consider τ 2 : [0, 1] → [0, 1] where τ is the tent map. Since
the partition of τ is P1 = P (0, 1/2, 1) and τ−1(1/2) = {1/4, 3/4}, then
the partition of τ 2 is P2 = P(0, 1/4, 1/2, 3/4, 1), and τ 2 is duplication of τ .
Therefore

τ 2(x) =


4x if 0 ≤ x < 1

4

2− 4x if 1
4
≤ x < 1

2

4x− 2 if 1
2
≤ x < 3

4

4− 4x if 3
4
≤ x ≤ 1

In the same way, consider τ 3 : [0, 1] → [0, 1] where τ is the tent map. using
the same method, we find that P3 = P(0, 1/8, 2/8, 3/8, 4/8, 5/8, 6/8, 7/8, 1)
is the partition of τ 3 and τ 3 is a duplication of τ 2.

Theorem 3.18. Let I = [a, b] and τ : I → I be a piecewise monotonic map
defined by a partition P 1 = P (a0, a1, ..., aq). Then

(i) τ is nonsingular.

(ii) For all f ∈ L1(I) and x ∈ I

Pτf(x) =

i=q∑
i=1

f(φi(x))|φ′i(x)| =
i=q∑
i=1

f(τi
−1(x))

|τ ′i(τi−1(x))|
(3.13)

where φ = τi
−1 : I → (ai−1, ai) and τi is the restriction of τ on (ai−1, ai).

Proof. Notice that, for any A ∈ A:

τ−1(A) = ∪qi=1τi
−1(A) and {τi−1(A) : 1 ≤ i ≤ q} are disjoint (3.14)

Moreover τi : [ai−1, ai]→ I is monotonic in the sense of Definition 3.10.
If µ(A) = 0, then

µ(τ−1(A)) = µ(∪qi=1τi
−1(A)) =

q∑
i=1

µ(τi
−1(A))

by σ-additivity 1.1 of µ. Since τi : [ai−1, ai] → I is monotonic, then Lemma
3.12 imply that µ(τ−1i (A)) = 0 for any 1 ≤ i ≤ q. We conclude that
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µ(τ−1(A)) = 0.
Let f ∈ L1(I) and x ∈ I. Using Formulas (2.7), (3.14), and Lemma 3.12, we
get for any A ∈ A:

∫
A

(Pτf)(x)dx =

∫
τ−1(A)

f(x)dx =

∫
∪qi=1τi

−1(A)

f(x)dx

=

q∑
i=1

∫
τi−1(A)

f(x)dx =

q∑
i=1

∫
A

f(φi(x))|φ′i(x)|dx

=

∫
A

q∑
i=1

f(φi(x))|φ′i(x)|dx

Hence ∫
A

(Pτf)(x)dx =

∫
A

q∑
i=1

f(φi(x))|φ′i(x)|dx

We conclude by Corollary 1.19 that 3.13 holds. 2

Examples 3.19. By application of Theorem 3.18, we get
1- Tent map:
τ1(x) = 2x, x ∈ [0, 1/2] hence φ1(x) = x/2, x ∈ [0, 1] and |φ′1(x)| = 1/2.
τ2(x) = 2−2x, x ∈ [1/2, 1] hence φ2(x) = 1−x/2, x ∈ [0, 1] and |φ′2(x)| = 1/2.
Hence

Pτf(x) =
1

2
[f(

x

2
) + f(1− x

2
)] (3.15)

This Formula was obtained in Example 2.11 by using (2.9).
2- Logistic map: (See Example 2.21) τ1(x) = 4x(1 − x), x ∈ [0, 1/2] hence
φ1(x) =

1
2
− 1

2

√
1− x, x ∈ [0, 1] and |φ′1(x)| = 1

4
√
1−x .

τ1(x) = 4x(1 − x), x ∈ [1/2, 1] hence φ1(x) = 1
2
+ 1

2

√
1− x, x ∈ [0, 1] and

|φ′2(x)| = 1
4
√
1−x .

Hence

Pτf(x) =
1

4
√
1− x

[f(
1

2
− 1

2

√
1− x) + f(

1

2
+

1

2

√
1− x)]

3- Di-adic map:

Pτf(x) =
1

2
[f(

x

2
) + f(

1

2
+
x

2
)] (3.16)
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4- Tri-adic map:

Pτf(x) =
1

3
[f(

x

3
) + f(

1

3
+
x

3
) + f(

2

3
+
x

3
)]

5- τ 2 where τ is the tent map:

Pτ2f(x) =
1

4
[f(

x

4
) + f(

1

2
− x

4
) + f(

1

2
+
x

4
) + f(1− x

4
)]

3.3 Existence of invariant densities
Definition 3.20. A transformation τ : I → I is said to be piecewise expand-
ing if

1. τ is piecewise monotonic on I;

2. There exist a constant 0 < α < 1 such that

g(x) =
1

|τ ′(x)|
≤ α, x ∈ I (3.17)

(At the end-points, g is defined by the appropriate one-sided deriva-
tive).

3. The function g is of BV on I.

Notice that the Tent map, the Di-adic map and the Tri-adic map are
expanding but the Logistic map is not expanding.

Remarks 3.21. Let τ : I → I be piecewise expanding and defined by a
partition P1 = P(a0, a1, ..., aq) and let g = 1

|τ ′| .
1- Using g, Formula (3.13) becomes: For all f ∈ L1(I) and x ∈ I

Pτf(x) =

i=q∑
i=1

f(φi(x))g(φi(x)) (3.18)

where φ = τi
−1 : I → (ai−1, ai) and τi is the restriction of τ on (ai−1, ai).

2- Let n ≥ 2. Since τn = τn−1 ◦ τ = τ ◦ τn−1 and

(τn)′(x) = τ ′(τn−1(x)) · (τn−1)′(x) = (τn−1)′(τ(x)) · τ ′(x)
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we deduce by induction that τn is expanding on I,

gn(x) =
1

|(τn)′(x)|
≤ αn < α < 1, n ≥ 1, x ∈ I (3.19)

by putting g1 = g and

gn+1(x) = gn(τ(x)) · g1(x), n ≥ 1, x ∈ I (3.20)

Lemma 3.22. Let I = [a, b] and τ : I → I be a piecewise expanding trans-
formation on I. Then for any f ∈ BV (I)

VI(Pτf) ≤ AVI(f) +B‖f‖ (3.21)

where A = α + VI(g) and B = 1
b−aVI(g).

Proof. Let P1 = P(a0, a1, ..., aq) is the partition defining τ and let
Q(x0, x1, ..., xn) be any partition of I (not related to P1). Then

sn(Pτf) =
n∑
j=1

|Pτf(xj)− Pτf(xj−1)|

=
n∑
j=1

|
q∑
i=1

g(φi(xj))f(φi(xj))−
q∑
i=1

g(φi(xj−1))f(φi(xj−1))| by 3.18

≤
n∑
j=1

q∑
i=1

|g(φi(xj))f(φi(xj))− g(φi(xj−1))f(φi(xj−1))|

≤ sup
I
|f |

n∑
j=1

q∑
i=1

|g(φi(xj))− g(φi(xj−1))|

+sup
I
|g|

n∑
j=1

q∑
i=1

|f(φi(xj))− f(φi(xj−1))| by 3.8

≤ sup
I
|f |

q∑
i=1

VIi(g) + sup
I
|g|

q∑
i=1

VIi(f)

= sup
I
|f |VI(g) + sup

I
|g|VI(f) by Theorem 3.6

≤ (
‖f‖

(b− a)
+ VI(f))VI(g) + αVI(f) by (3.11), (3.17)

= (α + VI(g))VI(f) +
VI(g)

(b− a)
‖f‖

2

36



Lemma 3.23. Let τ : I → I be a piecewise expanding, then for any n ≥ 1

VI(gn) ≤ nαn−1VI(g1) (3.22)

where gn = 1
|(τn)′| such that g1 < α < 1.

Proof. We proceed by induction: The relation 3.22 is obviously true for
n = 1.
Suppose that relation (3.22) is true at the order n and let Q(x0, x1, ..., xk) be
any partition of I. Using (3.1), (3.20) and (3.8) we get

sk(gn+1) =
k∑
j=1

|gn+1(xj)− gn+1(xj−1)|

=
k∑
j=1

|gn(τ(xj))g1(xj)− gn(τ(xj−1))g1(xj−1)|

≤ sup
I
|g1|

k∑
j=1

|gn(τ(xj))− gn(τ(xj−1))|+ sup
I
|gn|

k∑
j=1

|g1(xj)− g1(xj−1)|

≤ αVI(gn) + αnVI(g1) by Definition 3.20

≤ αnαn−1VI(g1) + αnVI(g1) by induction hypothesis

Hence sk(gn+1) ≤ (n+ 1)αnVI(g1) for any k ≥ 2. Letting k →∞, we get
VI(gn+1) ≤ (n+ 1)αnVI(g1). 2

Lemma 3.24. If τ : I → I is piecewise expanding then there two constants
0 < C < 1 and R > 0 such that

∀f ∈ BV (I) : ‖P n
τ f‖BV ≤ C‖f‖BV +R‖f‖ (3.23)

Proof. Let us apply (3.21) to τn instead of τ . By using (2.14), Remark
3.21, and (3.22) we get

VI(Pτ
nf) ≤ (αn + VI(gn))VI(f) +

VI(gn)

b− a
‖f‖

≤ (αn + nαn−1VI(g1))VI(f) +
nαn−1VI(g1)

(b− a)
‖f‖

Since 0 < α < 1, then αn → 0 and nαn−1VI(g1) → 0 as n → ∞, then
there exist n0 ∈ N, 0 < A1, B1 < 1 such that for any n ≥ n0

VI(Pτ
nf) ≤ A1VI(f) +B1‖f‖ (3.24)
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Starting from τn0 instead of τ , we may suppose that (3.24) holds for any
n ≥ 1. Now

V ∗I (Pτ
nf) = inf

h=fa.e.
VI(Pτ

nh)

≤ inf
h=fa.e.

(A1VI(h) +B1‖h‖)

= inf
h=fa.e.

(A1VI(h) +B1‖f‖) since f = h a.e.

= A1( inf
h=fa.e.

VI(h)) +B1‖f‖

≤ A1V
∗
I (f) +B1‖f‖

Hence

‖Pτ nf‖BV = ‖Pτ nf‖+ V ∗I (Pτ
nf)

≤ ‖f‖+ A1V
∗
I (f) +B1‖f‖

≤ A1‖f‖BV + (1− A1 +B1)‖f‖

2

Theorem 3.25. Let τ : I → I be a piecewise expanding transformation.
Then τ admits an absolutely continuous invariant measure whose density is
of BV.

Proof. By Theorem 2.15 , we have to prove that there exist f∗ ∈ BV (I)
such that Pτf∗ = f∗. We apply Lemma 3.24 to f = 1: There exist two
constants 0 < C < 1, R > 0 such that

‖P n
τ 1‖BV ≤ C‖1‖BV +R‖1‖ ≤ C +R, n ≥ 1 (3.25)

Relation (3.25) means that the sequence of function {P n
τ 1} is a bounded

subset of BV(I). For n ≥ 1, let

fn =
1

n

n∑
j=1

P j
τ 1 =

1

n
(Pτ1 + P 2

τ 1 + ...+ P n
τ 1)

Then

‖fn‖BV = ‖ 1
n

n∑
j=1

P j
τ 1‖BV ≤

1

n

n∑
j=1

‖P j
τ 1‖BV ≤

1

n

n∑
j=1

(C +R) = C +R
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Hence the sequence {fn} is also bounded subset of BV(I). By Helly’s
Theorem 3.9 there exist a subsequence {fnk

} that converge in L1(I) to a
function f∗ ∈ BV (I). Next, we will prove that Pτf∗ = f∗.

‖Pτf∗ − f∗‖ ≤ ‖Pτf∗ − Pτfnk
+ Pτfnk

− fnk
+ fnk

− f∗‖
≤ ‖Pτf∗ − Pτfnk

‖+ ‖Pτfnk
− fnk

‖+ ‖fnk
− f∗‖

≤ ‖f∗ − fnk
‖+ ‖Pτfnk

− fnk
‖+ ‖fnk

− f∗‖

Since fnk
→ f∗ in L1(I) then ‖f∗ − fnk

‖ → 0 as k →∞. On the other hand

‖Pτfnk
− fnk

‖ = ‖Pτ (
1

nk

nk∑
j=1

P j
τ 1)−

1

nk

nk∑
j=1

P j
τ 1‖

=
1

nk
‖P 2

τ 1 + ...+ P nk
τ 1 + P nk+1

τ 1− (Pτ1 + P 2
τ 1 + ...+ P nk

τ 1)‖

=
1

nk
‖P nk+1

τ 1− Pτ1‖ ≤
1

nk
‖P nk+1

τ 1‖+ ‖Pτ1‖

≤ 1

nk
(1 + 1) =

2

nk
→ 0 as k →∞

Hence ‖Pτf∗ − f∗‖ ≤ αk → 0 as k →∞. So, Pτf∗ = f∗. 2

Examples 3.26. 1- Tend map: We know that τ is piecewise expanding
on I = [0, 1] Hence, there exist by Theorem 3.25, f∗ ∈ BV (I) such that
Pτf∗ = f∗.
On the other hand, we know from Example 3.19 that

Pτf(x) =
1

2
[f(

x

2
) + f(1− x

2
)] (3.26)

We deduce easily from 3.26 that the constant function f∗ = 1 satisfies Pτf∗ =
f∗.

2- Let τ(x) =

{
(x+ 1)2 − 1 if 0 ≤ x <

√
2− 1

x+1−
√
2

2−
√
2

if
√
2− 1 ≤ x ≤ 1

Then

g(x) =
1

|τ ′(x)|
=

{
1

2(x+1)
if 0 ≤ x <

√
2− 1

2−
√
2 if

√
2− 1 ≤ x ≤ 1

g1(x) =
1

2(x+1)
is of BV on [0,

√
2− 1] as C1-function.

g2(x) = 2−
√
2 is of BV on [

√
2− 1, 1] as constant function.
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Hence g is of BV on [0,
√
2− 1] ∪ [

√
2− 1, 1] = [0, 1].

We conclude that τ is expanding on I = [0, 1]. By Theorem 3.25, there exists
f∗ ∈ BV (I) such that Pτf∗ = f∗.
On the other hand,By Theorem 3.18, we can easily find that

Pτf(x) =
1

2
√
x+ 1

f(
√
x+ 1− 1) + (2−

√
2)f((2−

√
2)x+

√
2− 1)

However, there is no apparent function f∗ such that Pτf∗ = f∗ as for tent
map.

Remarks 3.27. 1- The condition "τ piecewise expanding" is not necessary
to obtain an invariant density. It is only a sufficient condition. For example,
the logistic map is not expanding but it admits an invariant density.
2- Theorem 3.25 says only that f∗ exists. For the determination of f∗, recur-
rent sequences fn+1 = Pτfn are always used to approximate f∗.
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Chapter 4

Invariant densities for random
maps

In this chapter, we introduce the concepts of random map and the associated
transfer operator. Moreover, we study the existence of a.c.i.m. when a
random map is generated by piecewise monotonic maps.
For this chapter, we will refer to [3, 4, 7].

4.1 Transfer operators for random maps
Let (X,A, µ) be a σ-finite measure space.

Definition 4.1. A random map T on X is defined by

T = (T1, T2, ..., Tk; q1, q2, ..., qk) = (Tk; qk : 1 ≤ k ≤ K)

where

• T1, T2, ..., TK are K transformations of X that is Tk : X → X is non-
singular for 1 ≤ k ≤ K.

• {q1, q2, ..., qK} is a probability vector that is 0 < qk < 1 for any 1 ≤
k ≤ K and

∑K
k=1 qk = 1.

The randomness of T is given by

T = Tk with probability qk; 1 ≤ k ≤ K (4.1)
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(See [3] for more details). By iteration of 4.1, we get

T 2 = (Tk1 ◦ Tk2) with probability qk1qk2 ; 1 ≤ k1, k2 ≤ K

In general, we have

T n = (Tkn ◦ · · · ◦ Tk1) with probability qkn · · · qk1 ; 1 ≤ k1, ..., kn ≤ K

Examples 4.2. 1- Consider T = (T1, T2;
1
4
, 3
4
) where T1 : [0, 1]→ [0, 1] is the

logistic map and T2 : [0, 1]→ [0, 1] is the tent map. We can easily verify that
T 2 is also random map and

T 2 = (T1 ◦ T2, T2 ◦ T1, T 2
1 , T

2
2 ;

3

16
,
3

16
,
1

16
,
9

16
)

2- Consider T = (Tk, qk : 1 ≤ k ≤ K) such that T1 = T2 = · · · = TK = τ ,
then T = τ , and there is no randomness.
It is in this sense that random map generalize single maps.

Remark 4.3. In general, if T = (Tk, qk : 1 ≤ k ≤ K) and S = (Sj, rj : 1 ≤
j ≤ J) are random maps on X, then T ◦ S is a random map on X and

T ◦ S = (Tk ◦ Sj; qkrj : 1 ≤ k ≤ K, 1 ≤ j ≤ J) (4.2)

In particular

T 2 = (Tk ◦ Tj; qk, qj : 1 ≤ k, j ≤ K)

4.2 means that

(T ◦ S) = (Tk ◦ Sj) with probability 1 ≤ k ≤ K, 1 ≤ j ≤ J

Definition 4.4. Let T = (T1, T2, ..., TK ; q1, q2, ..., qK) be a random map on
X. A measure ν on (X,A) is said to be T -invariant if

ν(A) =
K∑
k=1

qk ν(T
−1
k (A)); A ∈ A (4.3)

Next, we consider the important case where ν absolutely continuous with
with respect to µ.
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Theorem 4.5. Let T = (T1, T2, ..., TK ; q1, q2, ..., qK) be a random map and
let f ∈ L1(X), f ≥ 0. Then the measure ν = (f · µ) is T -invariant if and
only if

f =
K∑
k=1

qkPTkf (4.4)

where PTk is the transfer operator of the single map Tk for 1 ≤ k ≤ K.

Proof. Let A ∈ A. Using 4.3, we get

(f · µ)(A) =
K∑
k=1

qk(f · µ)(T−1k (A))

=
K∑
k=1

qk

∫
T−1
k (A)

f(x)µ(dx)

=
K∑
k=1

qk

∫
A

PTkf(x)µ(dx)

=

∫
A

K∑
k=1

qkPTkf(x)µ(dx)

Since (f · µ)(A) =
∫
A
f(x)µ(dx), we deduce that (f · µ) is T -invariant if and

only if ∫
A

f(x)µ(dx) =

∫
A

K∑
k=1

qkPTkfµ(dx); A ∈ A

We conclude by Corollary 1.19 that 4.4 holds. 2

Definition 4.6. The operator PT : L1(X)→ L1(X) defined by

PTf =
K∑
k=1

qkPTkf ; f ∈ L1(X) (4.5)

is called transfer operator for the random map T .

Corollary 4.7. Let f ∈ L1(X), f ≥ 0. The measure (f · µ) is T -invariant if
and only if f is an invariant function for PT , that is PTf = f .
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Example 4.8. Let T1 : [0, 1] → [0, 1] be the tent map, we have seen in
Example 3.19 that

PTf(x) =
1

2
[f(

x

2
) + f(1− x

2
)]

Let T2 : [0, 1]→ [0, 1] be the di-adic map, we have seen in Example 3.19 that

PTf(x) =
1

2
[f(

x

2
) + f(

1

2
+
x

2
)]

Consider the random map T = (T1, T2;
1
3
, 2
3
), then by Definition 4.6

PTf(x) =
1

2
f(
x

2
) +

1

6
f(1− x

2
) +

1

3
f(

1

2
+
x

2
)

In the next two results, we prove that the transfer operator associated to
a random map, has similar properties as the transfer operator associated to
a single map.

Theorem 4.9. Let T = (T1, T2, ..., TK ; q1, q2, ..., qK) be a random map onX
and let PT be the associated transfer operator. Then

1. PT is a linear operator: For all f1f2 ∈ L1(X);λ1, λ2 ∈ R

PT (λ1f1 + λ2f2) = λ1PT (f1) + λ2PT (f2)

2. PT is a positive operator: If f ∈ L1(X), f ≥ 0, then PTf ≥ 0.

3. PT preserves the integral: For each f ∈ L1(X)∫
X

PTf(x)µ(dx) =

∫
X

f(x)µ(dx)

4. PT is a contraction: For any f ∈ L1(X)

‖Pτf‖ ≤ ‖f‖

Proof. For the proof, we use essentially that for each Ti the associated
transfer operator PTi satisfies these properties by Theorem 2.12: 1- Let f1f2 ∈
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L1(X);λ1, λ2 ∈ R, then by (4.5)

PT (λ1f1 + λ2f2) =
K∑
k=1

qkPTk(λ1f1 + λ2f2)

=
K∑
k=1

qk(λ1PTkf1 + λ2PTkf2)

= λ1

K∑
k=1

qkPTkf1 + λ2

K∑
k=1

qkPTkf2

= λ1PT (f1) + λ2PT (f2)

2- If f ∈ L1(X), f ≥ 0 then Theorem 2.12, PTkf ≥ 0 for each 1 ≤ k ≤ K.
Hence PTf ≥ 0 as sum of positive terms.
3- Let f ∈ L1(X) then∫
X

PTf(x)µ(dx) =

∫
X

K∑
k=1

qkPTkf(x)µ(dx) =
K∑
k=1

qk

∫
X

PTkf(x)µ(dx)

=
K∑
k=1

qk

∫
X

f(x)µ(dx) =

∫
X

f(x)µ(dx) ·
K∑
k=1

qk =

∫
X

f(x)µ(dx)

4- Let f ∈ L1(X) then

‖PTf‖ = ‖
K∑
k=1

qkPTkf‖ ≤
K∑
k=1

qk‖PTkf‖ ≤
K∑
k=1

qk‖f‖ = ‖f‖
K∑
k=1

qk = ‖f‖

2

Theorem 4.10. 1. Let T and S be two random maps on X, then

PT◦S = PT ◦ PS

2. Let T be random map on X, then PTn = (PT )
n for all n ≥ 1.

Proof. 1- Let T = (Tk, qk : 1 ≤ k ≤ K) and S = (Sj, rj : 1 ≤ j ≤ J) and
f ∈ L1(X). By (4.2), we get

PT◦Sf =
J∑
j=1

K∑
k=1

qkrjPTk◦Tjf =
J∑
j=1

K∑
k=1

qkrjPTk ◦ PTjf
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On the other hand, using (4.5) for PT and for PS, we obtain

PT ◦ PSf = PT (PSf) = PT (
J∑
j=1

rjPTjf) =
J∑
j=1

rjPT (PTjf)

=
J∑
j=1

rj

K∑
k=1

qkPTk(PTjf) =
J∑
j=1

K∑
k=1

qkrjPTk ◦ PTjf

2- The proof is obtain by induction as in Theorem 2.12. 2

4.2 Representation of the transfer operator
In this section, we consider random maps on compact intervals such that all
its components are piecewise monotonic by the same partition. We give the
representation of the associated transfer operator and we study the existence
of invariant densities.

Let T = (Tk, ; qk : 1 ≤ k ≤ K) be a random map on I = [a, b] such that
there exist a partition (common for T1, T2, ..., TK) P = P(a0, a1, ..., aN) for
which each Tk is piecewise monotonic: For all 1 ≤ i ≤ N, 1 ≤ k ≤ K

1. the restriction Tk,i of Tk over (ai−1, ai) is a C1-function which can be
extended to a C1-function Tk,i : [ai−1, ai]→ I.

2. |T ′k(x)| > 0 for all x ∈ (ai−1, ai).

In this case, it is known that Tk,i is monotonic and T−1k,i : I → [ai−1, ai].
With this notations, we have the following

Theorem 4.11. For any f ∈ L1(I)

(PTf)(x) =
K∑
k=1

qk

N∑
i=1

f(T−1k,i (x))

|T ′k(T
−1
k,i (x))|

(4.6)

Proof. By definition 4.6, we have

PTf =
K∑
k=1

qkPTkf (4.7)
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By Theorem 3.18, applied to each Tk, we have

(PTkf)(x) =
N∑
i=1

f(T−1k,i (x))

|T ′k(T
−1
k,i (x))|

(4.8)

By combining 4.7 and 4.8 we deduce 4.6. 2

Example 4.12. Let T1 : [0, 1]→ [0, 1] be the logistic map, we have seen that
in Example 3.19 that

Pτf(x) =
1

4
√
1− x

[f(
1

2
− 1

2

√
1− x) + f(

1

2
+

1

2

√
1− x)]

Let T2 : [0, 1]→ [0, 1] defined by T2(x) =

{
1− 2x if 0 ≤ x < 1

2

2x− 1 if 1
2
≤ x ≤ 1

Then

PTf(x) =
1

2
[f(

1− x
2

) + f(
1 + x

2
)]

Consider the random map T = (T1, T2;
1
4
, 3
4
), then by Theorem 4.11, we get

PTf(x) =
1

16
√
1− x

[f(
1

2
− 1

2

√
1− x) + f(

1

2
+

1

2

√
1− x)]

+
3

8
[f(

1− x
2

) + f(
1 + x

2
)]

Theorem 4.13. Let T = (T1, T2, ..., TK ; q1, q2, ..., qK) be a random map on
I = [a, b] such that there exists a partition P of I such that each Tk is
piecewise expanding with respect to P. Then there exists f∗ ∈ BV (I) such
that PTf∗ = f∗.

The proof is similar to the proof of Theorem 3.25. We will refer to [7] for
all details.

Remarks 4.14. 1- Combining Theorem 4.13, Theorem 4.5 and Definition
4.6, we conclude by Theorem 4.13 that ν = (f · µ) is T -invariant.
2- By Theorem 3.25, for each 1 ≤ k ≤ K there exist f∗,k ∈ BV (I) such that
PTkf∗,k = f∗,k. But a priori there are no apparent relations between the f∗,k
and f∗ only in the trivial case f∗,1 = f∗,2 = ... = f∗,k we obtain f∗ = f∗,1.
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Examples 4.15. 1- Let T = (T1, T2; q1, q2) where T1 : [0, 1] → [0, 1] is
the tent map, T2 : [0, 1] → [0, 1] is the di-adic map and let (q1, q2) be any
probability vector.
We have seen in Remark 2.16 that the constant function f∗ = 1 is T1-invariant
and T2-invariant. Hence 1 is T -invariant.
2- Let T = (T1, T2;

3
5
, 2
5
) where

T1(x) =

{
(x+ 1)2 − 1 if 0 ≤ x <

√
2− 1

x+1−
√
2

2−
√
2

if
√
2− 1 ≤ x ≤ 1

and

T2(x) =

{
x√
2−1 if 0 ≤ x <

√
2− 1

1−x
2−
√
2

if
√
2− 1 ≤ x ≤ 1

Then T1 and T2 are piecewise expanding with respect to the common partition
P (0,

√
2− 1, 1).

We have seen in Example 3.26 that

PT1f(x) =
1

2
√
x+ 1

f(
√
x+ 1− 1) + (2−

√
2)f((2−

√
2)x+

√
2− 1)

For T2,

PT2f(x) =
1√
2− 1

f((
√
2− 1)x) +

1

2−
√
2
f(1− (2−

√
2)x)

By Theorem 4.11,

PTf(x) =
2

5

1

2
√
x+ 1

f(
√
x+ 1− 1)

+
2(2−

√
2)

5
(2−

√
2)f((2−

√
2)x+

√
2− 1)

+
3

5

1√
2− 1

f((
√
2− 1)x) +

3

5(2−
√
2)

1

2−
√
2
f(1− (2−

√
2)x)

By Theorem 4.13, Then there exist f∗ ∈ BV ([0, 1]) such that PTf∗ = f∗. But
a priori there are no apparent relations between the three densities f∗,1,f∗,2
and f∗.
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